D-A246 891 C
\WWWNWWWWW

PL-TR-91-2160

PROPAGATION OF REGIONAL PHASES:
OBSERVATIONS AND THEORY

Orcutt

J. A.
M. A. H. Hedlin

University of California, San Diego
Scripps Institution of Oceanography
La Jolla, CA 92093

30 September 1991

Final Report
6 April 1989-1 July 1991

DTIC

ELECTF §
JAN15 1992

5

92-01234

ATEURI AN

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED

PHILLIPS LABORATORY
AIR FORCE SYSTEMS COMMAND

P2 9 ;5 pys

HANSCOM AIR FORCE BASE, MASSACHUSETTS 01731-5000

hY
1




SPONSORED BY
Defense Advanced Research Projects Agency
Nuclear Monitoring Research Office
ARPA ORDER NO. 2309

MONITORED BRY
Phillips Laboratory
F19628-89-K-0018

The views and conclusions contained in this document are those of
the authors and should not be interpreted as representing the
official policies, either expressed or implied, of the Defense
Advanced Research Projects Agency or the U.S. Government.

This technical report has been reviewed and 1is approved for
publication.
/1 ’

-
AY

o XL e, Y

—_

JAMES F. LEVKOWICZ / ?}ms F. LEWKOWICZ |
Contract Manager ranch Chief

Solid Earth Geophysics Branch Solid Earth Geophysics Branch
Barth Sciences Division Earth Sciences Division

FOR THE COMMANDER

N IRV

DONALD H. ECKHARDT, Director
Earth Sciences Division

This report has been reviewed by the ESD Public Affairs Office

(PA) and 1is releasable to the National Technical Information
Service (NTIS).

Qualified requestors may obtain additional copies from the Defense
Technical Information Center. All others should apply to the
National Technical Information Service.

If your address has changed, or if you wish to be removed from the
mailing list, or 1if the addressee is no longer employed by your
organization, please notify PL/IMA, Hanscom AFB, MA 01731-5000.
This will assist us in maintaining a current mailing list.

Do not return copies of this report unless contractual obligations
or notices on a specific document requires that it be returned.




Form Approved

REPORT DOCUMENTATION PAGE OMB No. 0704-0188

Public report:ng buraen for this callection of information 15 2stimated to average 1 hour oer resporse. snctuding the time for reviewin,

3 re . g Instructions, searcning existing data sources,
Jathenng and Maintaining the data needed. and compleiing ang reviewng the (ollection ot informauon  Send comments regaraing this burden esnimate or gny olhe? aspect of this
collection of information, -n.Uuumg suggestions tor reducing this purgen t2 Washington Headquarters Services, Directorate for information Operations and Reports, 1215 jetferson
Davis Highway. Suite 1204, arington, v A 22202-4302 and to the Otfice of Management and Budget, Paperwork Reduction Project (0704-0188). Washington. OC 20503

1. AGENCY USE ONLY (Leave blank) | 2. REPORT DATE 3. REPORT TYPE AND DATES COVERED
Sept. 30 1991 Final Report (6 Apr 89-1 July 91)
4. TITLE AND SUBTITLE 5. FUNDING NUMBERS
Propagation of Regional Phases: PE 61101E
Observations and Theory PR 9A10 TA DA WO AL
6. AUTHOR(S) |Contract F19628-89-K-0018

Orcutt, J.A. and Hedlin, M.A.H.

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION
University of Califormia, San Diego REPORT NUMBER
Scripps Institution of Oceanography
La Jolla, CA 92093

9. SPONSORING / MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSORING / MONITORING
Phillips Laboratory AGENCY REPORT NUMBER
Hanscom AFB, Massachusetts 01731-5000

PL-TR~91-2160

Contract Manager: James Lewkowicz/LWH .
11, SUPPLEMENTARY NOTES

12a. DISTRIBUTION / AVAILABILITY STATEMENT 12b. DISTRIBUTION CODE i

Approved for public release; distribution unlimited

13. ABSTRACT (Maximum 200 words) 1D CH1s Teport we present the results or Imvestigacions
dealing with three topics: We have continued our investigation of the influence the |
regular repetition of features in seismograms, introducted at the source and/or
during propagation by layer resomance, has on the spectrum of the recorded coda. We
have developed an automatic algorithm that discriminates mining explosioms from nu-
clear explosions and Earthquakes.

We consider the influence large crustal inhomogeneities, or topographic undulations,
in the vicinity of receivers can have on the character of the recorded seismic coda.
Specifically, we have developed a migration technique that scans the recorded coda
for phases generated by local scattering interactioms.

We have developed a regularized approach to seismic deconvolution that allows the
introduction of a priori information, such as that describing the statistical nature
of the additive noise and the underlying model, into the inversion process. We in-
vestigate how this algorithm can enhance the images produced by the migration algor-
ithm developed in the previous section.

14. SUBJECT TERMS o 15. NUMBER OF PAGES
discrimination Seismic imaging 104
ripple-firing deconvolution 16. PRICE CODE
quarry blasts

17. SECURITY CLASSIFICATION [ 18. SECURITY CLASSIFICATION [19. SECURITY CLASSIFICATION ]20. LIMITATION OF ABSTRACT
OF REPORT OF THIS PAGE OF ABSTRACT

Unclassified Unclassified Unclassified SAR
NSN 7540-01-280-5500 Stanrdard Form 298 Rev 2 89

ProgiDed by SN std i d
EALL. BRN P




TABLE OF CONTENTS

TASK OBUJECTIVES........oooeeietcteeertestesteeeerasstestess et eesesee e e saesseesnasssssssssessesseensenseans iv

TECHNICAL RESULTS ... ertrs e srreteesnevee e e e eve e eeaessebebassssssasess sansenssassssshesans v
ADSEIACE. ...ttt ettt st e e s nte e s e sbn s e ee e st e eseee s raserenasbeee tassbrrenenesnenrees v
SUMIMIANY ..ottt iinceeie et etee e e st v et sentesreeesrsae s s s seeseaensstasenssasssnnsarssssenssrtessnsnsennres v

AN AUTOMATIC MEANS TO DISCRIMINATE BETWEEN

EARTHQUAKES AND QUARRY BLASTS........corte et e sessesessn s sessnssnnensensesens 1
ADSITAC. ...ttt et sttt et e a e s ae e st a s s s s e aeeaneeraneeereeenreas 1
INEFOTUCHION........erieiiie ettt ettt e e sr e be e ets e e san s aeeesbae st aenteeenrann 2
THE DAt SBL........o ittt ste et e e sttt ee s e e e e bass s et eenee e anreenees 4
The effect of fIPPIE fIfNG..... oo e ee e e rare s 6
The cause of the observed spectral modulation...............cceoeriveieiercnnccnncenceeee, 8
The automatic diSCHMINANL....... ... rre st ee e e e s vne s 16
CONCIUSIONS.......ooiiiiiiniiierteereestee st e ieseneears st ee st e e e e sseeesteenseessnssnsesertensanenssesseesnsensses 21
ACKNOWIBAGMENES.....occ i eiiiiiei et eeeec ittt e eesecteree e et steeesssesssseaesesessessnsssnresssesessnens 23
LRTe (=T (=T 4 Lo T PO SIS 24

THE MIGRATION OF SMALL-APERTURE ARRAY RECORDINGS

TO IMAGE LOCAL CRUSTAL SCATTERERS........c.corteeereeceeereeteeesnnessesnesesnssesssssssssesens 26
ADSHTACK....... ittt ettt ettt e e s e e e ee et aeser e e e neer e ea e e 26
L] (o7 [T o | O OSSP S 26
The imaging teChNIQUE...........couiiimicieiciee et ree e srae e ree e aesabesrnesneas 27
Analysis of synthetic data - imaging resolution.............ccccceccieerciiivevceiercerereen e e 31
Preliminary analysis of recorded data...........cccccocceieniinicirininninic e 34
CONCIUSION......viititiii ettt st e sttt e e ent e sae s veseesras st asasensansenntnns 46
ACKNOWIEAGIMENTS.......oniiiiiceceirr et crtesree s e st e s te e e ee s te e eesrneesnbessnnesassesnansnssenans 47
REfEIENCES......oiiiie ittt rte st e e st sree e e e s s sesseesrses srnssessee s e e srraeeenns 48

REGULARIZED DECONVOLUTION OF INEXACT SEISMIC ARRAY RECORDINGS..................... 50
4111 - ot S OO O SR U OO 50
4] (o To [¥To: {1 | OO USRI 51
Analysis of the forward problem..............cccccceviiiiiiiiiniiiciic e 51
INVErsion Methodology .............coiiiiiirir ittt ecee e s s e e ssaee s eere e s r e s ns 58
Deconvolution of several synthetic time series..............cccooevrveeirniineenciieene. ............. 65
CONCIUSIONS......cevieeieieieieetee it erer e et eceererae s e sase e taesaseesete e st seseas e ssns s snaassseeesnnenas 82
ACKNOWIBAGMENTS........oiiiiiiiiii ittt ettt s e ee e s st e s e n e s e e semmees sacrees 86
REfEIOBMCES. ... viiiiei ittt ettt et sttt et e sm e e e e s ear e s s e arane e srraenaneenes 87




TASK OBJECTIVES

There are two broad objectives in this research effort. The first objective is to improve
our understanding of the propagation of high frequency regional phases through the
continental crust. This analysis involves the synthesis of realistic wavetrains, array
processing and data analysis of NORESS/FINESS, Soviet and U.S. data. The second
objective is to investigate the generation of seismic noise at the seafloor and,

subsequently, the continents.

Specifically, the Work Statement includes the following:

» Compare regional broadband seismic data from the following sources:
- NORESS/FINESS
- Soviet high frequency data from the IRIS/IDA network in the USSR.
- U.S. broad band stations including the Pifion IRIS/IDA station and the
stations established in the western US for monitoring tests in Nevada and
monitored at IGPP through a satellite telemetry link.

+ Synthesize regional phases through the use of wavenumber integration.
- Examine complex crustal and upper mantle structures.
- Examine Q and frequency dependence at the European, Soviet and US
sites.

+ Array Processing of NORESS/FINESS data and comparison to synthetics.
- Determine the frequency dependence of polarization anomalies caused by
anisotropy. Apply to NORESS, Soviet and U.S. data.
- Investigate the role of scattering in generation of regional phase coda.

« Physical modeling of seafloor and continental noise.
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TECHNICAL RESULTS
ABSTRACT
in this report we present the results of investigations dealing with three topics:

* We have continued our investigation of the influence the regular repetition of
features in seismograms, introduced at the source and/or during propagation by
layer resonance, has on the spectrum of the recorded coda. We have developed an
automatic algorithm that discriminates mining explosions from nuclear
explosions and Earthquakes.

o We consider the influence large crustal inhomogeneities, or topographic
undulations, in the vicinity of receivers can have on the character of the recorded
seismic coda. In specific we have developed a migration technique that scans the
recorded coda for phases generated by local scattering interactions.

« We have developed a regularized approach to seismic deconvolution that allows
the introduction of a priori information, such as that describing the statistical
nature of the additive noise and the underlying model, into the inversion process.
We investigate how this algorithm can enhance the images produced by the
migration algorithm developed in the previous section.

SUMMARY

As part of the last DARPA/AFGL contract we endeavored to determine how regional
seismic network data can be used to discriminate ripple fired mining explosions from
single event explosions. As part of this work, theory was developed which makes two
predictions. Ripple-fired quarry blasts should produce coda that is highly colored. This
spectral character should be resistant to change with time. A technique (sonogram
analysis) was developed which expands the information contained in time series into a
time-frequency plane and thus allows visual identification of time-independant spectral
components. The technique was originally applied to data coilected by the NRDC network
of sensors. This dataset proved to be well suited to this endeavor since it contains
regional recordings of single-event chemical explosions (detonated in the fail of 1987
by a joint Soviet-American team) in addition to a large number of recordings of events
strongly believed to be ripple-fired mining explosions. The proximity of the stations to




the events is important since the algorithm depends on (and exploits) the retention of
high-frequency energy - it is a broad band technique.

This work has been extended in Chapter 1 to use data recorded by arrays (in this case the
NORESS small aperture array in Norway) and to determine if ripple-fired events in
other geographic, and technical, settings appear to be anomalous when viewed using the
sonogram technique. in view of the inverse relationship between the size a seismic event
and its frequency of occurrance, this chapter is devoted to the development of a technique
that automatically discriminates between quarry blasts and earthquakes, or single-event
explosions. it is based on the assumption that quarry blasts that are comprised of a
number of sub explosions closely grouped in space and time can be discriminated from
the simpler events by virtue of the fact that they produce coda with distinctive spectral
features that are resistant to change as time passes.

in chapter 2, work that has bearing on nuclear detection and discrimination of relatively
large events (roughly 150 kT) from teleseismic ranges is introduced. This chapter
describes how coda recorded by arrays can be scanned, or migrated, to image the local
crust for scatterers large enough to emit recognizable surface waves (Rg) when excited
by teleseismic body phases. There is some concern that such arrivals may be confused
with the pP phase used to discriminate deep events from shallow events (most
earthquakes from nuclear explosions). Although more physically comprehensive
methods (such as f-k migration, Kirchoff migration and finite difference migration)
have been developed to process seismic reflection data, we have chosen to adapt
hyperbola-summation migration to our problem because we are dealing with dispersive
wavelets. The idea of using small-aperture arrays for this type of imaging is tested
extensively by examining synthetic (and thus controlled) datasets. The synthetic
sources are infinitely small and can be used to assess the spatial resolution of the
technique, and how this varies as the source moves, the array changes, or the imaging
parameters vary. More significantly, this chapter concludes by relating the radial
resolution with the temporal duration of the teleseismic wavetrains. It is concluded that
deconvolution of the array records is necessary, and can be used to increase radial
resolution. Unlike the work in Chapter 1, which requires the retention of high
frequency energy and thus uses regional seismic stations, this chapter deals with a
relatively narrow, and low, band of seismic energy - from 1.0 to 3.0 Hz.




in Chapter 3 a technique that relies on inverse theory is developed to deconvolve the
teleseismic wavetrain from the seismic recordings to improve the radial spatial
resolution. The algorithm is designed to produce models by trading off two undesirable
quantities - data misfit and model complexity. A priori information, obtained from
physical arguments regarding how we expect incident seismic energy interacts with
large crustal scatterers, is used to define what level of model simplicity, in the form of
serial correlation or smoothness, should be present in the model. The statistical
character of the additive noise (which is assumed to be due to a random process) is
estimated by assuming ergodicity and examining pre-event noise.




Chapter 1

An automatic means to discriminate between
earthquakes and quarry blasts

Abstract

In this chapter we discuss our efforts to use the NORESS array to discriminate between regional
carthquakes and ripple-fired quarry blasts (events that involve a number of sub-explosions closely grouped
in space and time). The method we describe is an extension of the time versus frequency “pattern-bascd™
discriminant proposed by Hedlin ef al. (1989b). At the hean of the discriminant is the observation that
ripple-fired events tend to give rise to coda dominated by promincnt spectral features that arc independent
of time and periodic in frequency. This spectral character is generally absent from the coda produced
by carthquakes and “‘single-cvent” explosions. The discriminant originally proposed by Hedlin er a/
(1989b) used data collected at 250 s ! by single sensors in the 1987 NRDC network in Kazakhstan,
U.S.S.R.. We have found that despite the relatively low digitization rate provided by the NORESS array
(40 s~ ') we have had good success in our efforts io discriminatc between earthquakes and quarry blasts
by stacking all vertical array channcls to improve signal to noisc ratios.

We describe our efforts to automaic the method, so that visual pattern recognition is not required.
and to make it less susceptible to spurious time-independent spectral features not originating at the
source. In essence we compute a Fourier transform of the time-frequency matrix and cxamine the
power levels representing energy that is perindic in frequency and independent of time. Since a double
Fouricr transform is involved. our mcthod can be considered as an cxtension of “cepstral™ analvsis
(Tribolet, 1979). We have (ound, howcever, that our approach is superior since it 1s cognizant of the ume
indcpendence of the spectral features of interest. We use carthquakes to define what cepstral power is (o

be expected in the absence of ripple firing and scarch for events that violaie this limit. The assessment




of the likelihood that ripple tiring occurred at the source is made automatically by the computer and is

based on the extent to which the limit is violated.

1.1 Introduction

There is a peculiar breed of seismic event known as a ripple-fired explosion. Such an event
differs markedly from a standard “singlc-cvent” cxplosion since it involves the detonation of numerous
sub-explosions closcly, and generatly regularly, grouped in space and time. Ripple-fining is a technique
commonly uscd in guarry blasting (Langefors and Kihlstrom, 1978) where mine operators are striving to
ceduce ground motions in arcas proximal to the mine, cnhance rock-fracturing and reduce the amount of
material thrown into the air - “fly” or “throw™ rock - (Dowding, 1985). Ripple-firing is in widespread
use, being employed both in the Americas and in Europe (Stump ef al., 1989).

There has been increased interest in recent ycars in discriminating mining events from earth-
quakces and nuclear explosions. A reduced Threshold Test Ban Treaty could potentially bring the magni-
tude of the largest nuclear explosions down to that of large “engincering™ cxplosions otherwise known as
quarry blasts (Stump and Rcamer, 1988). Aggravating the problem is the existence of numerous quarrics
in the vicinity of the Semipalatinsk nuclear test site in the Soviet Union (Thurber e/ al., 1989; Hedlin
et al 1989b). There have been a number of studies dealing directly and indirectly with this problem.
Looking primarity at Scandinavian events recorded by the NORESS array, Baumgardi and Ziegler (1988)
tound prominent spectral moduliation in events belicved to involve ripple-firing, but not in the spectra
computed from carthquake seismograms. Hedlin et al. (1989b) observed similar spectral modulation in
the coda produced by suspected quarry blasts in Kazakhstan, U.S.S.R., but not in the coda produced by
single-event calibration explosions detonated at similar ranges. They found further that the modulation.
when present, was independent of time from the onset, well into the Ly coda. This time-independent
character has also been observed in the coda produced by quarry blasts and recorded in Scandinavia
(Hedhin er al., 1989a). Both Baumgardt and Zicgler (1988) and Hedlin er af. (1989b) found that the
spectral modulation observed in the coda produced by mine explosions could be reproduced effectively
by assuming that all subcxpiosions produce the samc. common, waveform and that the motions su-
perpose linearly. Stump and Rceinke (1988) have investigated the validity of the assumption of lincar
superposition. They produced strong evidence supporting the assumption when wavefields from small.
closcly spaced. explosions are obscrved in the nearficld. Baumgardt and Zicgler (1988). Hedlin et al

(19RYa. by, Stump and Reamer (1983) and Smith (1989) - who also observed prominent peaks in the




spectra of phases produced by some quarry blasts - all concluded that the unusual spectral color could
be used to discriminate quarry blasts from other cvents with “whiter™ spectra.

In this work we are extending the study described in Hedlin et al (1989b), hereafter referred 1o
as paper 1, in a number of ways. We examine recordings of earthquakes, not single-event explosions,
to determinc if they can be discriminated from quarry blasts with a similar degree of success. We seek
to determine the sensitivity of the method to the recording “environment”, The recordings examined in
the current study have been made at 40 s~! by the NORESS small aperture-amray in Norway (Ringdal
and Husebye, 1982; Mykkeltvcit er al., 1983). The data considered in paper 1 were recorded by single
sensors and digitized at 250 s~ '. We feel that any successful discriminant should not depend strongly on
the local geologic setting and mining practicc. In paper 1 we examined events that occurred in central
Asia, in this chapter we consider Scandinavian events. We have automated the algorithm to the point
where discrimination can be carried out solely by the computer. This type of problem has also been
investigated by Baumgardt and Zicgler (1989). Their approach also relics heavily on the expected time-
independence of spectral modulation in the coda produced by ripple-fired events. In both the present
work and Baumgardt and Zicgler (1989) the underlying premisc of this automation is that in the future,
if lower thresholds arc realized. and thus a significantly greater data sct must be examined, it will be

beneficial and desirable to distance the human clement from the discrimination process.

1.2 The data set

The bulk of the data used by this siudy were collecied by sensors in the NORESS small-
aperture array - loc.ted in south-castern Norway - from 1985 to 1986 (see Figure 1.1 and Table 1.1). The
NORESS array is composed prima.ily of 25 vertical component sensors deployed roughly 2 m deep in
shallow vaults arranged in a sct of concentric rings (Mykkeltveit ef al.. 1983). The fourth and outermost
ring is roughly 3 km across. The signal. collected by GS-13 scismometers which have a flat response to
ground velocity between 1 and 10 Hz. is digitized at 40 s !, NORESS is actually part of a significantly
larger array. known as NORSAR. and is situated within element 06C at this array, a site known to be
particularly sensitive to signals propagating from Semipalatinsk (Richards. 1988). The seismometers are
deployed in competent igneous rocks of granitic, rhyolitic and gabbroic composition (Mykkeltveit, 1987)
and Precambrian or Palcozoic age (Bungum ef al., 1985). The site is thus relatively immune to the
near-surface resonance of scismic cnergy. A morc complete description of the armay can be found in

Mykkcltveit er al. (1983).
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Figure 1.1 Map showing the focations of the carthquakes (stars), explosions (octagons)
and the NORESS ammay (dark triangie).




Event Latitude Longiiude Origin Time Mi Event type
°N °E y/d-h:m:s (UTC)
030 59.31 6.95 85/302-10:22:52.8 1.9 Blasjo ex
039 59.31 6.95 85/310-14:50:51.4 24 Blasjo ex
501 58.34 6.43 85/313-14:42:45.0 — Titania ex
094 59.73 5.71 85/331-04:53:32.1 30 earthquake
099 61.55 4.65 85/334-19:05:13.4 3.0 earthquake
111 60.19 5.25 85/341-14:15:43.2 22 carthquake
112 58.90 598 85/341-14:39:09.9 1.9 earthquake
158 58.34 6.43 85/365-13:36:49.6 2.1 Titania ex
196 58.34 6.43 86/031-14:17:35.7 1.9 Titania ex
522 62.74 4.50 86/036-23:35:41.0 26 earthquake
523 62.90 486 86/037-06:19:52.0 23 carthquake
208 62.90 4.86 86/037-06:20:05.4 1.9 carthquake
216 66.45 14.89 86/038-21:03:21.1 22 earthquake
524 62.40 5.28 86/044-13:39:00.0 25 earthquake
525 6261 5.07 86/044-19:03:48.0 26 earthquake
504 58.34 643 86/045-14:13:25.0 2.7 Titania ex
505 67.10 20.60 86/045-16:44:08.0 26 explosion
506 5834 6.43 86/045-17:54:11.0 23 Titania ex
526 58.34 6.43 86/047-18:19:41.0 2.0 earthquake
239 62.76 5.29 86/057-02:11:58 5 19 carthquake
247 61.67 2.58 86/067-16:21:18.3 19 earthquake
266 61.66 4.53 86/089-03:22:48.7 1.6 earthqu: e
270 58.34 6.43 86/094-13:12:43.9 1.9 Titania ex
298 59.3t 6.95 86/120-10:18:48.2 22 Blasjo ex
507 59.31 6.95 86/147-18:36:14.0 23 Blasjo ex
508 59.31 6.95 86/148-17:51:57.0 24 Blasjo ex
509 58.34 6.43 86/157-13:14:28.0 1.7 Titania ex
510 59.31 6.95 86/170-03:55:08.0 25 Blasjo ex
511 58.34 6.43 86/174-15:12:54.0 1.8 Titania ex
512 59.31 6.95 86/191-20:10:42.0 23 Blasjo ex
513 59.31 6.95 86/197-17:49:28.0 23 Blasjo ex
514 59.31 6.95 86/204-20:47:10.0 22 Blasjo ex
515 59.31 6.95 86/210-13:13:41.0 23 Blasjo ex
516 59.31 6.95 86/211-17:59:39.0 24 Blasjo ex
517 58.34 6.43 86/226-13:14:39.0 1.9 Titania ex
518 59.31 6.95 86/226-14:39:57.0 24 Blasjo ex
519 59.31 6.95 86/245-12:53:51.0 2.1 Blasjo ex
520 59.31 6.95 86/252-17:55:58.0 24 Blasjo ex
503 58.34 6.43 86/274-14:15:10.0 1.9 Titania ex
521 S8.34 6.43 86/282-14:13:52.0 20 Titania ex
407 6197 233 86/283-19:56:29.1 2.1 carthquake
472 61.46 3.29 86/299-11:44:54.1 24 earthquake

Table 1.1. Event locations, origin times, local magnitudes and types.




In addition to the NORESS data, we shall use an event recorded by thc NRDC high-frequency
stations deployed in Kazakhstan, U.S.S.R. in 1987 (Given et al., 1990). The recording we have chosen
is of the calibration explosion, Chemex 2, and was made by the surface sensor at Bayanaui.

The events recorded by the NORESS array consist of earthquakes and quarry blasts which,
with the exception of one event, occurted within a range of 700 km from the array. Only regional events
are considered here since the analysis depends on the retention of high-frequency energy in the coda.
All events fall within a local magnitude range of 1.6 < A < 3.0. Event magnitudes, locations, origin
times and identifications were obtained from Baumgardt and Ziegler (1988) and Screno et al. (1987).
All frequency-spectral estimates have been computed using a multi-taper algorithm. The rationale behind
the choice of this algorithm is described in paper 1, and the theory describing this approach can be found
in numerous papers, including Park er al. (1987) and Thompson (1982).

1.3 The effect of ripple-firing

At least at the macroscopic scale, the practice of ripple-firing appears to have little systematic
effect on the scismic waveforms. It is well known, however, that ripple-fired events tend to give rise 10
scismic coda possessing highly colored spectra, that is, spectra enriched in power in certain, preferred.
frequency bands and depleted in power in others (Bell, 1977; Baumgardt and Ziegicr, 1988; Stump and
Riemer, 1988 Smith. 1989). This spectral color is due to the interaction of the time-offset wavefields pro-
duced by cach sub-explosion. Bricfly, the regular repetition and superposition of similar scismic motions
in the time domain leads to regular amplification ang suppression of power in the frequency domain. The
manner in which the wavefields intcract undoubiedly involves nonlincar processcs; however, we feel that
simple linear theory is sufficient to describe the most obvious result, specifically the pronounced spectral
modulation. As described in paper 1. and by numerous other authors (Baumgardt and Ziegler, 1988;
Stwnp and Reinke, 1988; Smith, 1989; Stump et al., 1989) this mode! makes the assumptions that the
waveliclds produced by each sub-explosion w(t) are identical and that they superpose lincarly. Forcing
all shots 10 occur at regular time-intervals T we can construct the wavelet produced by the ensemble of

sub-cxplosions (lasting a total of D seconds) by the equation:

f(r):um.[7’,111(,;—,)/1(.;—))] (1.1)

where * represents convolution. Here, 777 is the shah function (Bracewcll, 1986) and B is thc boxcar




function. Hercafter we refer to this representation as model 1. By Fourier transforming this expression
we see that the spectrum of the entire seismogram cquals that of an individual event multiplied by a set

of equispaced sinc functions - collectively referred to as the modulation function:

X = Wiy » 2D (12)

In Figure 1.2 we display the modulation function resulting when 39 sub-cxplosions spaced at 25 ms are
superposed in this manner. Primary reinforcement occurs at multiples of 40 Hz. (the loci of the main-lobes
of the sinc functions). The side-lobes have insignificant amplitudes relative to the main-lobes. They can.
however, in theory allow us to compute the duration of the entire quarry blast. The duration, D, is given
by the inverse of the width of a single sidclobe. In the event displayed in Figure 1.2, this value is 0.975
seconds, the known duration of the sct of explosions. As discussed in paper 1, using the model described
above, we predict that the modulation produced by ripple firing should be independent of time in the
coda. In paper 1 we found that this predicted character can be investigated cfficiently by the computation
of frequency-time displays known as sonograms (Markel and Gray, 1976; paper 1). In Figures 1.3 and
1.4 are displayed thc sonograms computed from the coda generated by an carthquake and a quasty blast
respectively. The quarry blast (Figure 1.4) clearly shows a time-indcpendent spectral modulation whereas
the earthquake (Figure 1.3) does not. Often the two types of events do not contrast as well as these
examples do when presented in this format. For this reason we have found it beneficial to convert the
spectral estimates to binary form. The means by which we accomplish this conversion is discussed
fully in the paper 1. and involves comparing a relatively unsmoothed version of each spectrum with a
more heavily smoothed one that resolves only the large scale structure, in order to extract the regular
modulation. In practice. when analyzing the cvents considercd in this chapter, we simply convolved
the spectra with boxcar functions spanning 1.0 and 2.5 Hz respectively. We then represent all sections
of the spectra where the focal power is high relative o the more regional average power by a value
of +1 and where it is low by a valuc of -1. In this manncr the bulk of the magnitude information is
discarded and the spectra are “flattened™ to very simple binary pattems. When analyzing array data,
we gencralize the procedure by computing such a binary pattern for cach trace individually, and then
stacking all the pattems. Because the procedure is quite nonlincar, this is very different from computing
binary sonograms from bcams as in Figures 1.3 and 1.4. As illustrated below, stacking after reduction
to binary pattcms is a more cffcctive approach for our present purposes. In Figures 1.5 and 1.6 we

display array stacks of the binary scnograms computed for the cvents displayed in Figures 1.3 and 1.4
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Figure 1.2 Spectral modulation predicted for an event consisting of 39 sub-cxplosions
located at the same point in space and offset evenly in ime at 25 ms.

respectively. Since typically 25 vertical sensors simultancously record each cvent, the values in these
binary stacks typically range from -25 to +25. The orginal spectral estimates have been comrected for
noisc by subtracting an average prc-cvent sample. Time-independent spectral modulation is present after
the onset in the coda of the quarry blast only. This spectral character is not unique to this event but is

shared by virtually all the events identified in Table 1.1 as explosions.

1.4 The cause of the observed spectral modulation

The simplest explanation of the obscrved spectral modulation is, as discussed in the previous
section, that it 1s due to ripple-firing. The main argument against this cxplanation is that the inferred
dclay times at the source are extremely long. Spectra computed from a typical event (030 - pictured in

Figurcs 1.4 and 1.6) have power highs spaced at roughly 5 Hz lcading to an inferred average shot spacing




Figure 1.3 Scismogram resulting from an carthquake located 342 km from NORESS
(event 094) and comesponding sonogram. In Figures 1.3 through 1.6 the sonograms
have bcen computed from a stack of 25 spectra, each computed from an individual
vertical channel in the NORESS array. The stacks were computed after offsetting the
seismograms to beamform for the P, phase. In addition all spectral cstimates have been
corrected for noisc and the instrument response. The spectral amplitudes in figures 1.3
and 1.4 arc shown on a lincar scalc.

of 200 ms. In paper 1 we inferred delay times as high as 400 ms at quarrics in Kazakhstan, US.SR.
As Baumgardt and Zicgler (1988) mention, “slow delays™ (from 500 to 1000 ms) are used in subsurface
mining where the intent is to use a shot to remove material prior to the next shot. We have reason to
belicve, however, that the explosions considered in paper 1 and the current data set did not occur in the
subsurface.

With the aid of satellite (SPOT) photos we know that a number of the mines in Kazakhstan
are at the free surface (Thurber ef al., 1989). The Blasjo explosions are known to be associated with
the construction of a dam (Baumgardt and Zicgler, 198R8). As discussed by scveral authors (including

Langefors and Kihlstrom, 1978) the short delays employed at free-surface mining operations generally




Figure 1.4 Scismogram resulting from a guarry blast located 301 km from NORESS
(event 030) and corresponding sonogram.

fall in the range from I to 100 ms and are typically on the order of 20 to 30 ms. Using the modci
described in the previous section. and 30 ms offsets, we predict spectral amplification at multipies of
33 Hs - well beyond the Nyquist frequency of the NORESS data sct. It is conceivable that the closcly
spaced modulations (shown in Figures 1.4 and 1.6) could be an artifact of multiple-row blasting where
short delays are used between successive shots in cach row, but adjacent rows are spaced by signiticantly
greater delays. Synthetic experiments, in which modulation functions are computed for a vanicty of
quarry blast configurations, suggest that this is a plausible argument: however, rcalistic exampies taken
from the literature do not. For example, Stump ef al. (1989) describe multiple-row quarrics which have
interrow time spacings of 42 ms. This argument docs not rule out slow delays. cither between successive
shots or adjiacent rows. but suggests that we should look for alemanve explanations for the observed
spectral modulation.

As discussed in paper 1 and Hedlin er al (1988) it is possible for a waveticld 10 acquire a
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Figure 1.5 Scomogram resuliing from the carthquake presented in Fagure 1.3 (094
and correspoiding binary sonogram. The conversion to binary form was performed on
cach channel betore stacking.

time-mdependent spectral modulabon during propagation by resonating in Jlow velocity layers. The most
likely locations of layer resomance are i low velocity sediments or weathered strata near the free-surface
close to the source and/or the array. Considening that many of the recorded events have given rise to
unmodulated specira at s clear that no significant near-recciver resonance is taking place. Furthermore.
stnce different modulaton patterms are commonly produced by different events with the same location
(such as successive imine explosions at the same mine). the modulations are clearly not due to near source
resonance, We condlude that the spectral modulation is most likely due to intrnsic source processes.

A third explanation rehes agamn cn source multiphety. The modulation function produced by
model 1o donupated by the mam-lobes of the sing funchions. These are the only features that can
realistically be cvpecicd (o produce observable <pectral peaks when the ime delays are perfectly regular.

Model T however Jocs not deserthe a veny Bhely quary blint. As discussed by many authors (including
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Figure 1.6 Seismogram resulting from the quarry blast presented in Figure 1.4 (030)

and corresponding binary sonogram,
Langefors and Kihlstrom, 1978; Dowding. 1985 and Stump ¢t al.. 1989) ripple-fired shots in quarries are
spatially offset, usually in a regular paticrn. At cach shot location there are sometimes several vertically
offset (decked) charges. The time-delays between the shots, especially in multiple row blasting, are
not necessarily going to be consistent. Actual shot times often deviale a considerable amount from the
intended times (Stump and Reamer, 1988). Knowing the near-surface velocity and the slowness (p) of
the cnergy under consideration we can replace actual time and space offsets (87, and 6.X,, AY,) with

apparent time offsets 677 by noting that:

M = plAX el « 8Y cosf) - 4T, (13,

The azimuth from the quarry to the recciver is given by . All the aforementioned factors can cause a

considerabie deviation of the apparent times of the sub-cxplasions from a common value. Using these




apparent time-offsets, and assuming linear superposition and commonality of basis wavelet w(l), we can

construct the wavelet due to a more gencral quarry blast.

n

(1) = wl(r - s} (1.4)

11
In the frequency domain this expression is equivalent to:

n n

X(f)= W(j)[(st(h/a'rf))'”’ ~ (Zsm(znﬁT,ﬂ))z]f (1.5)

t-.1 1 -1

Scatter in the apparent times of the sub-cxplosions reduces the dominance of the main lobes, or equiv-
alently, lets the side-lobes rise into prominence (paper 1). To illustrate this point we have computed a
theoretical modulation pattemn for a quarry blast layout adapted from that of a real life quarry, the San
Vel quasry, described and studied by Stump and Reimer (1988) and Stump ef al. (1989). As displayed
in Figure 1.7 the sub-explosions are arranged in an en echelon pattern. The shots in each row are spaced
at 25 ms proceeding from west to cast. The row detonations are scparated by 42 ms proceeding from
south to north. The modulation functions, computed for encrgy traveling to observation points due north
and east of the quarry with a slowness of 1/7 s/km, are displayed in Figure 1.8. Although the dominant
detay time is 25 ms, the 40 Hz peak docs not dominate cither modulation function. The function for the
station to the north can be constructed by multiplying the modulation function due to 13 shots spaced at
25 ms (representing the intershot delays) with the function corresponding to 3 shots spaced at roughly 42
ms (representing the inter-row delays after taking into account the delay associated with the propagation
of the encrgy between the rows). The two functions are in competition, and the result is that the broad
main-lobes of the latter accentuate the side-lobes of the former to a point where they can be expected to
have a significant impact on the spectrum of the quarty blast.

Using a tcchnique employed in paper | we synthesize a quarry blast using the apparent sub-
explosion times occurring in the event described above. We assume a common waveform is generated
by cach sub-explosion and for that waveform we sclect the calibration explosion Chemex 2 detonated in
Kazakhstan, U.S.S.R. and recorded at the station at Bayanaui. (We have resorted to this data set simply
because the 40 Hz NORESS data do not have adequate resolution in time to permit the millisecond
offscts required by this quarry.) The Chemex 2 recosding was made at 250 s ', This “Green's function™
is lincarly stacked upon itsclf 39 times after including the offscts appropriate for the observation point
due north of the quarry. Although we have chosen 1o create the synthetic quarry blast by offsetting and

stacking a Green's function in the timc domain, the cquivalent result could be achieved by multiplying
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Figure 1.7 The layout of sub-explosions in an en cchelon quarry blast. Shooting
within the rows is spaced in timc at 25 ms. Adjacent rows arc scparated by 42 ms in
time. This pattern is adapted from Stump er al. (1989).

the spectrum of the Green's function by the complex modulation function which underlies the solid curve
pictured in Figure 1.8. Prior to computing the sonogram, the “synthetic™ scismogram was low-pass filtered
between 0 and 20 Hz and decimated to one point in 5 to mimic a NORESS recording. The sonogram
(displayed in Figure 1.9) is dominated by time-independent structure. Assuming this modulation pattern
was duc to main-lobe activity, one would estimate a dominant delay time to be roughly 170 ms (the
inverse of 6 Hz). We know, however, that this structure is due to side-lobe activity and is controlled
n this case by the total duration of the quarry blast. Because of the manner in which the sonogram is
calculated, the frequency estimates are hecavily smoothed. Longer time windows would allow a more
accurate esumate of the frequency spacing of the modulation. In fact we know that the average sidelobe
width is roughly 2.6 Hz (see Figure 1.8) and that the duration of the quarry blast is 384 ms.

It seems that there is a fundamental ambiguity in the spectral modulation produced by ripple-
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Figure 1.8 The amplitude of modulation functions rcsulting from the shot introduced
in Figure 7. The solid and dashed curves represent encrgy traveling at a slowness of
1/7 s km ! to stations due north and cast of the quarry respectively.

fired, and hence non-instantaneous, events. Without a priori information about what occurred at the
source we cannot be surc if the modulation spacing is controlicd by the duration of the entire set or by
the dominant inter-shot apparent time spacing. This experiment shows thal our discriminant, perhaps,
will not recognize quarry blasts because they are ripple fired per sc, but because they last an intermediate
length of time. Instantancous events give rise to unmodulated spectra. Extremely long events (for
example large earthquakes) should produce very fincly modulated spectra. such that the modulation is
masked by scattering and noise.

In paper 1 we considered two types of events - calibration explosions which were detonated
by American and Sovict scientists (Given e al . 1990) and did not involve ripple firing. Using a priori
information wc strongly suspected the rest of the events were quarry blasts. This information included

satcllite photos. provided by Prof. Clifford Thurber (at the University of Wisconsin), which showed
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Figure 1.9 Time serics and sonogram representing a “'synthetic™ quarry blast. The

synthetic was constructed by linearly stacking a seismogram produced by the Chemex

2 expivsion in Kazakhstan U.S.S.R. upon itself after offsetting in time to mimic the

quarry pictured in Figure 1.7 when obscrved from a point to the north (sce Figure 1.8).

The original seismogram was sampled at 250 s-'. The synthetic was low pass filtered

and decimated to simulate recording conditions similar to the NORESS array.
surface mining activity in the vicindy of some of the events. In addition it is known that the region has
little natural scismicity (Leith, 1987). Time independent spectral modulation was only observed in the
tatter set of events and was attributed to the source multiplicity. The present study and the previous one

are consistent in suggcesting that quarry blasts can be discriminated from non ripple-fired events.

1.5 The automatic discriminant

For our purposcs 1t is irrelevant whether the time independent spectral features observed in the
coda produced by quarry blasts are due 10 main lobes or to sidelobes in the modulation functions. Ripple

firced cvents tend o give rise to tme independent spectral modulation, the carthquakes examined in this
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study do not. To examine this modulation we have developed a means to “‘expand” a time series into
a matrix of numbers depending on frequency and time. Typical pattermns obtained from recordings of
an earthquake and a quarry blast (Figures 1.5 and 1.6) illustrate that it can be very easy to discriminate
visually between these two types of events given these time-frequency displays. In paper 1, using the same
approach, we found a similar degree of success in discriminating between quarry blasts and single-event
explosions. Given the current interest in the problem of discriminating quarry blasts from earthquakes
and single-event explosions and the large numbers of events involved, we feel it is important to extend
the algorithm so that human intervention is distanced from the discrimination process, to a point where
the patterns can be recognized automatically by the computer. One method we have found to be very
effective involves the computation of a two-dimensional Fouricr transform of the sonogram matrices.
This can be considercd as an extension of cepstral analysis (Tribolet, 1979). In the standard cepstral
analysis a Fourier transform of the log of the amplitude spectrum is computed to highlight any regular
spectral modulation regardiess of its longevity. The independent variable is known as the quefrency and
has units of time. The form of cepstral analysis we are proposing is more demanding, however. A
given point in the 2-D cepstral matrix not only represents spectral modulation at a certain quefrency. but
periodic along the time axis at a certain frequency. It is thus a simple matter to isolate encrgy periodic
in frequency and independent of time.

To illustrate our point we display (wo 2-D cepstra in Figures 1.10 and 1.11. The first was
computed from the first 100 scconds of coda of event 030 (Figures 1.4 and 1.6), the second was computed
from the coda of the carthquake 094 (Figurcs 1.3 and 1.5). The quarry blast has significanly more
encrgy at zero frequency (along the time axis) than the earthquake. The quefrency at which the power is
concentrated in the 2-D cepstrum computed from the coda produced by the quarry blast is roughly 0.2
seconds (reficcting the spectral modulation with 5 Hz spacing. Slices at zero time-frequency through 2-D
cepstra computed from the coda produced by a quarry blast (event 507) and all the earthquakes in the
data set are shown in Figure 1.12. As expected, the quarry blast is a singular event. The most noticeable
feature in the quarry blast cepstrum is, obviously, the significant pcak at a quefrency of 0.2 seconds.
We expect that ripple-fircd cvents should give rise to significantly larger extreme cepstral values than
carthquakes. Supporting this thesis arc the histograms in Figurc 1.13 showing the observed distributions
of cepstral extremes for the entire earthquake and quarry blast populations examined in this study.

Aljthough we arc most interested in the quarry biast cepstra, we can gain some important
insight from the carthquake cepstra which illustrate the 2-D cepstral structure that can be expected in the

absence of source muitiplicity. These cepstra show what time-independent structure will be acquired by




Figure 1.10 Two-dimensioral cepstrum computed from the coda produced by a quarry
blast (cvent 030). The first 100 seconds of thc coda were considered.

a propagating wavelel or, in other words. they are indicative of the region’s natural level of resonance.
We propose to identify events as quarry blasts by scarching for anomalously high global cxtrema in the
time -independent segments of the 2-D cepstra. To calibrate the algortthm, to account for the natural
resonance in the region, we make the judgment of what s a large valuc on the basis of what extrema
non-ripple-fired events produce. The consideration of global extrema in these 2-D cepstra is a problem
that is well suited for analysis using the statistics of extremes (Gumbel, 1958).

In Figure 1.13 it is clear that the logs of the extreme amplitudes are centrally distributed, and
there are no significant outliers. The Kolmogorov-Smimov test suggests that the earthquake cepstral
extremes follow a log-normal distnibution. However we would like to avoid the adoption of a specific
underlying distribution since we have no fundamental reason for choosing onc and since we only have 16
carthquakes. Itis known (c.g.. Gumbel. 1958 and Weissman, 1978) that when dealing with observations

of extreme values the underlying distnbution necd not be assumed, but the behavior can be modeled using
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Figure 1.11 Two-dimensional cepstrum computed from the coda produced by an
carthquake (event 094). The first 100 seconds of the coda were considered.

functions that are asymptotically valid as the number of samples examined and the number of points in
each sample approaches infinity (Kennedy and Neville, 1974). Selecting the cxponential asymptote, the
cumulative probability (P) that an extremum belonging to the carthquake population will be less than the

one observed is given t.. .

(1.6)

where the expression for the reduced variate (y) is:

y=alu—1u) (1.7)

The terms a and @ are the dispersion paramcter and the mode of the distribution respectively and are

estimated directly from the population of carthquake extremcs shown in Figure 1.13 (Kennedy and
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Figure 1.12 Slices through the time-independent portions of two-dimensional cepstra

computed from a quarry blast (event 507) and all the earthquakes considered in this
study. The quarry blast is shown as the solid linc.

Neville. 1974). The log of the cepstral extremum of intcrest iy represented by u. We find that for this
distribution a and 4 equal 7.204 and 3.55. respectively.

Given this probability function we can pose ihe discrimination problem in terms of a standard
hypothesis test: Let the null hypothesis (/1) be that a newly recorded event belongs to the population of
carthquakes used to calibrate the technique. If the cepstral extremum caiculated for this event exceeds
a certain threshold determined from the distribution (1.6). then we can reject the null hypothesis (Ho)
at a preset confidence level, aud conclude that the event is probably a quarry blast. For example, on
Figure 1.14, this threshold was sclected such that for points that plot above the threshold ling, the null
hypothesis is rejected with only a 5% risk of doing so crroncously. In other words, we state that events
above the line do not belong to the carthquake population, at the 95% confidence level. In spite of the

apparent cfficiency of the discriminant iliustrated on Figure 1.14, we must remember that the calibration
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Figure 1.13 Histograms showing thc observed distributions of global extreme cep-
stral valucs computed from the coda produced by carthquakes (top) and quarry blasts
(bottom).

of the distribution (8) is based on our (small) samplc of 16 identified earthquakes, so that the test is in
fact ““data fitted”. Confirmation of our claim of success will have to be based on an independent sample.
In this figure the symbol sizc is directly proportional to the signal to noise ratio (derived from average
spectra encompassing the time from 50 seconds before and after the compressional onset). Of the 26
quarry blasts considercd, 23 lic above the 95% confidence level. Of the two that fall well below this
limit, onc (event 505 - located in northem Sweden) had extremely low signal to noise levels (less than
10 dB) and the other (cvent 504) produced only a very broad spectral modulation. The three carthquakes
located above a probability of 0.8 (events 112, 523 and 208) all suffcred from signal to noise ratios less
than 10 dB.
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to coda dominated by time-indcpendent spectral features and that this quality should be exploited to

discriminate these events from carthquakes and single-cvent explosions.

when considering earthquakes and quarry blasts. Wc have found that quarry blasts tend to produce
modulated spectra, but the modulations may not result directly from the ripple-firing; they may exist
simply because the event is non-instantaneous. We have produced an empirical, calibrated, approach to
the discrimination problem which allows for local scismic resonance. We have automated the approach
to the point where discrimination can be carried out solely by the computer. We have examined a data
set consisting of 26 quarry blasts and 16 carthquakes and have found that with few exceptions the two
populations are well separated by our approach. The events which failed to be identified with a high
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Figure 1.14 The cumulative probabilities of extreme ccpstral values derived from the
coda produced by all events in the data set. The quarry blasts are denoted by octagons,
the earthquakes are represented by stars. The likelihood that the assumption that the
event is an earthquake is invalid increases with this probability. For points above the
0.95 threshold, the hypothesis that the corresponding events belong to the earthquake
population is rejected at the 5% risk level. The cvent number (along the horizontal
axis) indicates the location of the event in tablc I.1. The symbol size scales with the

signal 1o noise ratio (see insert).

1.6 Conclusions

In paper 1 we advanced the preliminary observation that ripple-fired cvents tend to give rise

In this chapter we have demonstrated that this can also be donc with a high degree of success
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degree of confidence generally suffered from low signal to noisc ratios.

By comparing our current results with those in the earlier work we have illustrated the ability of
the algorithm to accommodate changes in the recording environment, locat geologic setting and mining
practice. Based on the results presented in paper 1, we expect that we would have a similar degree of

success in discriminating between single-event explosions and quarry blasts.
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Chapter 2

The migration of small-aperture array recordings
to image local crustal scatterers

Abstract

This chapter is concemed with the development of a technique to scan seismic coda recorded by
single small-aperture seismic arrays for phases generated locally by scattering from large heterogencities,
or topographic undulations. In essence, a hyperboloid-summation time migration is performed on array
recordings of distant primary events to enhance local scattered phascs. This technique can be applied to
single cvents but should give more robust results when applicd to a broadly distributed suite of primary
sourccs. Prior to analyzing recorded data, synthetics are cxamined to assess the spatial resolution that can
be achieved with the imaging algorithm. A preliminary analysis of real data is performed to provide initial
images of the distribution of scatterers in the vicinity of the NORESS array in southern Norway. Several
telescismic events are analyzed separatcly to assess the feasibility of using a widely distributed suite of
dissimilar primary sources in the imaging process. The analysis indicatcs that, duc to the protracted nature
of most teleseisms, deconvolution of the event records should be done before a final, spatial, image of the
scatterers can be produced. The itial analysis of recorded dita indicates thal stable apparent secondary
seismic sources are present in the vicinity of the NORESS array. These are tentatively interpreted as

scatterers excited by the primary events.
2.1 Introduction

One of the important aspects of scismic monitoring is to understand the gencration of seismic

coda. particularly the near-station mechanisms. Two mechanisms that have been investigated include
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seismic resonance (in low velocity strata) and scattering by inhomogencitics and topographic undulations
(both at the frce surface and at buricd interfaces). The two processes appear to have different relative
importance in the continental and oceanic crusts. Recent work (by Sereno and Orcutt, 1985a.b; Sereno
and Orcutt, 1987; Mallick and Frazer, 1990) has produced evidence that in the occanic crust, coda waves
are likely dominated by resonance in the water and sedimentary horizons. Other studies (eg. Aki. 1969;
Aki and Chouct, 1975) have argucd that coda waves generated in the continental crust are most likely
duc to scattering by heterogeneitics. Although studics quantifying the cffects of scattering have mostly
been statistical and have dealt with the influence of small-scale random scatterers, some deterministic
studics (Kcy, 1967; Key, 1968: Gupta er al., 1990a.b; Bannister et al.. 1990; Lay, 1987; Lynnes and
Lay. 1989) have produced compelling evidence that large features are capable of producing significant
amounts of scattered cnergy, principally in the form of large, identifiable scismic phases, which affect
nuclcar monitoring and discrimination; These prominent scattered phases may be confused with direct
arrivals. Bcing ablc to identify these “‘secondary™ sources is the first step toward being able to reduce
this confusion.

Several attempts have beecn made to locate the sources of scattered phases both near the receiver
(Key. 1967; Gupta et al., 1990a.b; Bannister er al., 1990) and ncar the source (Lay, 1987; Lynnes and Lay.
1989). The work 1o date suggests that the most significant sources of identifiable phases are topographic

features at the frec-surface.

2.2 The imaging technique

The problem of imaging sources of scattcred energy using two-dimensional (2-D) array records
bears a strong resemblance to the use of 1-D seismic refiection profiles to produce images of subsurface
velocity contrasts. As a result, we have drawn on the cxperience of the reflection seismology community
in the current analysis.

Recenlly, we (Hedlin er al., 1990) have cxamined a suitc of synthetic and recorded events
(obscrved by the NORESS array in Norway) and developed a sysiematic technique to image nearby
large scattercrs. The underlying premisc is that incident scismic waves impinging on a scatterer gencrate
coda waves recorded by the array. From this point of vicw cach scatterer may be treated as a secondary
source which is excited with a delay cstimated from clementary ray theory. We have applied a modified

beamforming technigue to array records to cnhancc signals radiated by such faint secondary sources.
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2.2.a The adap:ation of hyperbola summation migration to small aperture array data

To describe the technique, we adopt, for the time being, a simple model describing the origin
of locally scattered waves - one in which a single omnidirectional point scatterer exists, is impulsively
excited at a time t=0 and produces seismic motions that are recorded by an array of scnsors located
at the free surface (z=0: x=x,. y=y,) where j varies from 1 to N (the numbcr of sensors in the array).
Furthermore, we assume that the scaticred energy propagates at a constant velocity, V, and there is
no dispersion. Without loss of generality we place the scatterer at x=0,y=0 and find, using simple

trigonomectry, that the time t, at which the scattered wavefront should pass the jth sensor is given by:

[ 2 2
Ij+y11‘z,

ty = — @.1)

or, defining ty = (). the vertical travel time from the scatterer to the free surface, cquation 2.1 becomes:

t’.’ 1‘2 y'.!
N . (2.2)
212V 2v?

Clearly, the surface in 3 dimensional space-time which describes the arrival times predicted for energy
ammiving from the scatterer is a hyperboloid of revolution (whose axis of symmetry is the time axis).
From examination of cquation 2.1 it is made clecar that when the scatterer is located in the x-y plane the
hyperboloid degrades to a circular cone with its apex located at the origin. If the space-time location of
this sensor 1s outside the hyperboloid, the sensor cannot have been influenced by the scatterer. Conversely,
if the sensor is located within the hyperboloid. the scatlered waveficld will have already passed. Clearly.
given this simple situation, to achieve the greatest enhancement of seismic motions caused by this source
(at the expense of motions caused by secondary sourcces at other locations). and thus to achieve the
best image of the sourcc itself. onc should sum the motions recorded by the sensors at times that will
reposition each sensor in space-time onto the surface of the hyperboloid. This is a simple extension
of the hyperbola summation migration method (Yilmaz, 1987) in seismic reflection. Since a delay-and-
sum operation is involved. this method is akin to standard beamforming techniques and bears some
rescmblance to f-k analysis. This technique is distinguished, however, by its cognizance of not only the
wavchumber but the onset time of a seismic armival. As a result. the technique can be used to infer the
hikely geographic location of the secondary source. This method differs from previous atiempts to locate
lurge near-recciver scatterers since it 1s capable of accommodating simultancously many primary events

from ditferent azimuths, to give a balanced. redundant, illumination of local scatterers while suppressing




the influence of necar-source scatterers.
The method has been developed to accommodate secondary sources located at any point in the
crust but, in vicw of the findings made by previous studies (Gupta er al., 1990a.b; Bannister ef al.. 1990),

the following analysis is directcd toward sources of R, encrgy located at the free surface

2.2.b Processing details

To image a rcgion of the crust, we subdivide the arca into small segments and considers
them individually, in sequence. It is assumed that a secondary source exists within the sub-area of
current interest. Since the location of the hypothcetical scatterer is known, the adoption of a slowness of
propagation of the scattered waves, p,, allows the space-time hyperboloid to be defined. For each crustal
sub-area being scanned ‘*he ecordings of the teleseismic event are summed after shifting them in time as
required by the hvertoid. In practice, since it is not known when. in absolute time, excitation occurs,
the time axis is translated so that the onset time of the primary energy at the array occurs at t=0. Using
element::y ray theory it is possible to cstimate what time delay, 7. should exist between the arrival of the
primary energy and the scattercd phases originating at the hypothetical scatterer after excitation by the
primary energy. As is illustrated in Figure 2.1, considering a single event-scatterer pair, the time offset,
7, between the arrivals of energy propagating directly from the source (at vector slowness p,) and via

the scattcrer (vector slowness p,) at a vector distance R,, from the array is given by:

7 =Rq,0(p, - p,) (2.3)

It is possible to estimate p, by considering a suite of broadly distributed events and computing a number
of preliminary images while siowly varying this parameter and selecting the value that brings the image
into the sharpest focus. The slowness of the incident energy, p,. is well constrained by fitting a least-
squarcs best fit plane (in x-y-t space) to the first breaks on the array records. By systematically scanning
the crustal volume about the armay, we can generate an image which is interpreted as a map of local
scaticrers. To date, we have considered scattering interactions excited by P waves, using both synthetic
scismograms and recorded data.
In practice, there are a number of complicating factors that must be taken into account prior to
constructing images of faint, local sources using synthctics or recorded data.
D) If the scattered ficld consists of surface waves, propagating at the surface of a crust whose

velocity increases with depth, no single velocity, V. will allow a comprehensive description of
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Figure 2.1 The vectors appearing in ¢quation 2.1 are illustrated in this figure. The
incident wavefront arrives from the north at a vector slowness of p,. A scattered
waveficld originates within the small box (3 km on a side) and propagates outward to
the NORESS array (dark circle at the center of the figure) at vector slowness p,. The
vector from the armay to a sample block is R,,. Both the array and the sample block
arc shown to scale.

the scattered waveficld - the encrgy will become dispersed. As a result it becomes necessary
to integrate over a span of time centered on the space-time hyerboloid which is defined by a
velocity representative of the average speed of propagation of the surface wave cnergy. We
havc used integration time windows of up to § seconds in duration.

2) Basced on the results of synthetic tests we have not attempled to use the full coherent, or
phascd, recordings. Because we arc are dealing with dispersive energy. we have concluded
that the trade-off between image resolubon and stability can best be mitigated by migrating
coherent records but converting the results to envelopes prior (o intcgration in a method akin
o incoherent beamf{orming (Ringdal ef af ., 1975).

1) When considering the recorded data, it is immcdiately apparent that focal scattered phascs,
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excited by tcleseismic energy, cannot be cxamined in the absence of this (primary) energy. It
is necessary to mask the more cnergetic primary source by suppressing the energy that has
propagated directly from it. The method we have adopted to accomplish this. intruduced by
Gupta et al (1990a), is known as beam correction and simply involves the coherent subtraction
of the primary source beam from all the individual channels to yield residual seismograms.

4) The rccorded signals arc immersed in scismic noise, much of which is microseismic cnergy
originating in the North Sca (Fyen, 1986). and thus cxists in a relatively low frequency band
(3% 10 1 Hz). Fortunately, the surfacc wave energy of interest exists. mainly, in the band from
1, to 3.0 Hz, and thus the signal to noise ratio (SNR) can be significantly improved by narrow
band pass filtering of the array records.

5) Since we arc considering surface wave propagation. a gain proportional 10 /]Ra,]| should be
applied to compensate for amplitude loss duc to cylindrical geometrical spreading.

6) Finally, further complication, that cxists only in the rccorded data, is caused by the non-
impulsive nature of most teleseisms - they consist of a protracted sequence of armivals. Discus-

sion of the impact of this complication is deferred to sections 2.3 and 2.4.

2.3 Analysis of synthetic seismograms - imaging resolution

The resolution of the imaging technigue can be gauged from experiments with synthetics.
Using wavcnumber integration (Apscl and Luco, 1983; Luco and Apscl. 1983) we consider a localized
omnidircctional scatterer (delta function in space) illuminated by an impulsive incidemt wave (delta
function in timc), and compute synthetic vertical scismograms individually for each of the sensors in
the array. Since no energy from the primary source is added to the local synthetic phases, this yields a
perfectly beam-corrected image (Figure 2.2). This, and all subscquent images, have been computed by
subdividing the arca shown into 1681 blocks 3 km on a sidc. In the preliminary analysis of synthetic
scismograms and recorded data we have chosen a surface wave slowness of 304 s/km (the slowness of
the dominant phasc in the synthetic R, packet) and have bandpass filtered the records between | and 3
Hz. All synthetic images have been adjusted for the amplitude loss due to geometrical spreading.

As tlustrated in Figure 2.2 the radial resolution of the point source is limited. This is due to
some extent {0 the dispersion of the surface wave packet (displayed in the lower half of the figure) but
(o a greater extent by the ime-averaging (in this case S seconds). Clearly, an inverse relationship exists

between the degree of time-averaging that is employed and the radial resolution. The azimuthal resolution
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Figure 2.2 Image of a synthetic point source located 35 km from the array at a back
azimuth of 225°. Wavenumber Integration was used to gencrate synthetic seismograms
individually for each of the 25 vertical component sensors in the NORESS array (il-
lustrated is the synthetic computed for the center station). In this, and all subsequent

imagcs. contour values indicate amplitudes in dB relative to the largest value in the
image and cylindrical propagation of scattered wavefronts was assumed.

of the synthetic source is very poor primarnily becausc the coherence of the surface waves, computed with
only a small degree of numerical noisc. is very high and because we are employing envelopes of the
beams

Encrgy is alased away from the actual location of the scatterer to locations which share the

same delay time. By manipulation of equation 2.1, it can be shown that scatterers which sharc a common




delay time 7 lic on a curve described by:

r

N R P 24
When p, is greater than p, (eg. P to R, scatiering) this describes an ellipse with one focus at the
center of the array, major axis pointing to the primary source and eccentricity proportional to p,. In this
synthetic calculation the primary source was located directly beneath the array (p; = 0) and thus the
curves of constant r have degenerated into circles centered on the array.

To test the dependence of the azimuthal and radial resolution on the range of the source from the
array an additional suitc of synthetics has been computed in which three point sources were placed 12.5,
25.0 and 37.5 km from the array at a back-azimuth of 225°. The image obtained using these synthetics is
displayed in Figare 2 3. Not surprisingly, the azimuthal resolution is reduced as distance from the array
to the source increases. There is no discernable reduction of radial resolution with increasing range due
to dispersion of the surface wave packet since the radial resolution is degraded to a greater dcgree by the
time-averaging (in this case 5 secconds). The azimuthal resolution depends strongly on the aperture of the
seiswic array. In Figure 2.4 is displayed the image of the point source used to create Figure 2.2, however
in this case the array used, referre! 10 as MORESS, is simply the NORESS array with all dimensions
doubled by affine transformation. By comparison of Figures 2.2 and 2.4 it is clear that the azimuthal
resolution has improved roughly by a factor of 2. The greater spacing between the sensors in this new
array. however, means that the spatial aliasing is more severe (note the increased size of the side lobes
relative to those in Figure 2.2).

The preceding images were computed using synthetics corrupted only by a small degree of
numcrical noise. In Figure 2.5 we test the ability nf the imaging algorithm to locate successfully a
secondary source when the records contain a significant amount of noise, that, for some reason, cannot
be suppressed by filtering. To generate this image we have added Gaussian noise, uncorrelated in space
and time, to the synthetics used to gencrate Figure 2.2. The image has suffered a significant amount of
corruption but, despite high noisc levels, evident in the time series displaved in the lower half of this
figure, the secondary source is still inferred to exist at the correct location.

The imaging algorithm assumcs that all excitation of a scatterer located at R,, occurs at
r = Rg,,op, (the scaticrer is illuminated by a single arrival). This condition is mct by the synthetics.
and as a result it is possible to infer the geographic location of the synthetic source, not just the time

of excitation and angle of approach. If this is not the case, and the incoming wavetrain consists of a
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Figure 2.3 Image of three synthetic point sources located 13, 35 and 53 km from the
array at a back azimuth of 225°. Illustrated is thc wavenumber integration synthetic
computed for the center station in the array.

protracted sequence of arrivals, then a single scatterer will be illuminated, and likely emit encrgy. for a
longer time.

In theory, this should result in a “tail” of encrgy extending outward from the actual location of
the scattercr along a radial line (see Chapter 3). In such cases it is more appropnate to plot the image as

a funcuion of ome. not space.
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Figure 2.4 Image of a synthetic point source located 35 km from the array at a back
azimuth of 225°. Illustrated is the wavenumber integration synthetic computed for the
center station in the MORESS array (an amray created by dilating the NORESS array
by a factor of 2).

2.4 Preliminary analysis of recorded data

2 4 a Analysis of single events

In this section we apply the technique to recordings of 5 nuclear explosions and 1 earthquake

made by the NORESS arra, ... southem Norway (see Table 2.1). To test the resolving power of events
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Figure 2.5 Image of a synthetic point source located 35 km from the array at a back
azimuth of 225° computed after adding a significant amount of Gaussian white noise
to cach channel. Illustrated is the wavenumber integration synthetic computed for the
center station in the array.

coming from a single azimuth (and thus to gauge thc improvement we can expect by using a widely
distnbuted suite of events) an image has becn computed using a single Semipalatinsk nuclear explosion
(R4351).

Although all Semipalatinsk explosions produce images that are remarkably similar, we chose
this event because it has been previously considered by Guplta e al, (1990a.b) who also applied beam-

correction, and f-k analysis in their scarch for large scaticrers. This gives us an opportunity to compare
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Figure 2.6 This figure is included to illustrate the effect of beam correction. Pictured
in the upper box is the NORESS center element (a0) recording of a Semipalatinsk
nuclear explosion (84351; see Table 2.1). The middle box displays the residual a0
channel aftcr the beam to the primary source has been coherently subtracted. The
rcsidual channels have been beamformed for a back azimuth of 80° and a phase velocity

of 3.29 kms™ ', The resultant beam has been converted to an cnvelope. Energy is
concentrated at a delay time 7 of roughly 3 s.

both techniques. Becausc of the energetic nature of the Scmipalatinsk tclescism, it has been necessary to
apply bcam correction to the recorded data. To illustrate the necd for, and the effect of, beam correction,
we have included Figure 2.6. Ilustrated in the upper part of this figure is a single channel recording
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Figure 2.7 Image of the scattening ficld in the vicinity of the NORESS array obtained
using a single Scmipalatinsk nuclear explosion (84351). The image was gencraled by
employing 1 second of ume averaging. The test site is located at a back azimuth of
75°. Due to the protracted form of the incoming waveficld (cstimated by the beam
pictured in the lower half of the figuse). the image has been ploticd as a function time.
In practice we found that applying a gain to correct for geometrical spreading of the
recorded scattered waves resulted in an unacceptable amount of noise amplification at
extreme ranges so we did not do it.

(ah of the Scmipalatinsk nuclear explosion (84351). In the middic third of the figure is the residual
record that remains after correcting (coherently subtracting) primary source beam source from channel
a0, To obtain the lower third of the figure all array records have been beam-comrected. beamformed

for a back-azimuth of 80° (an azimuth known to comain an apparent secondary source of energy). The




resultant cohcrent beam has been converted to an envelope. There is clearly a concentration of energy

centered at T s behind the compressional onset.

Tablc 2.1. Event Locations
Event Latitude Longitudc Origin Time
°N) (°E) year/day/h:m:s
84351 49.88 78.82 84/351/03:55:02.8
85134 -10.72 4i.26 85/134/13:25:01.2
86318 37.10 -116.05 86/318/16:00:00.0
87225 37.06 -116.05 87/225/14:00:00.1
87267 37.23 -116.38 87/267/15:00:00.0
87287 37.09 -116.05 87/287/14:00:00.1

The steps illustrated in Figure 2.6 are systematically followed for all 1681 sub-areas to construct
an image using recordcd data. The image in Figure 2.6, and the following ones computed using recorded
data, have been plotted as functions of time because of the protracted nature of the incoming primary
wavetrains. The first image. obtained from the Semipalatinsk event (84351), is displayed in Figure 2.7 and
has been computed using 1 second of time averaging. It contains significant amounts of energy smeared
along cllipses of constant 7. Not surprisingly, the ability of a single primary event to resolve structure in
the azimuthal direction is poor. As in synthetic tests, the smearing is due to the high coherence of the low
frequency scattered phascs across the array. We can decrease the smearing by incrcasing time-averaging
so that several cycles of less coherent scattered energy are included in the window. By increasing the
time span to 5 seconds of coda ccntered on the predicted onset we obtain the result displayed in Figure
2.8. The smcarning is still present, but has been significantly reduced. and two apparent energy sources
arc clearly resolved although with somewhat kesser radial resolution. The feature in Figure 2.8, close
to the amray in the first quadrant is due to the encrgy displaycd in the lower third of Figure 2.6 at r
s behind the pnimary onset. Prcvious studies (Gupta et al., 1990a; Bannister et al.. 1990) which have
used the NORESS array to locate local sources of scattcred cnergy have also identified an apparent
local secondary source to the south-west of the amray. These studies have concluded that this energy is
most likely duc to scattering intcractions occurring at the Skreikampen/Lake Mjosa topographic relief
(a north-west to south-cast trending lake with an adjacent mountain that has roughly 1000 m of total
relicf) located roughly 35 km from the array. In addition, the latter study noticed energy coming from
the north-cast of the array and attributed this to the Bronkcberget topographic relief at a range of roughly
10 km.
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To expedite the present analysis, we assumc that two point sources are present and, as is
suggested by Figure 2.8 and the two previous studies (Gupta er al., 1990a; Bannister et al., 1990), are
located roughly 35 km to the southwest of the array, and 10 km distant at a back azimuth of 80°. Since
we have fixed the secondary source locations, it is possible to use equation 2.4 to predict where energy
originating at these locations should be aliased to in this image. We have done so and have overlain the
ellipses associated with these two apparent sources on the image in Figure 2.8. The strong coincidence
between these ellipses and locally high power levels suggests that much of the energy in this figure likely
originates from the two sources.

In Figure 2.9 we take this analysis onc stcp further by placing two point sources at these
locations, illuminating them using arrival times consistent with a tcleseism arriving from Semipalatinsk,
and computing synthetics for cach clement in the array.

Although this has been a crude forward modelling excrcise (the synthetic the sources are
infinitely small, perfectly omnidircctional and impulsively excited) this image bears a striking resemblance
1o the real image in Figure 2.8 despite the use of a gain (0 compensale for geometrical spreading only in
the synthetic image. In the synthetic image, since only two point sources exist, and their locations are
known, we can discnminate between the true sources, and false sources that are due to spatial aliasing.
For example, considering the inncr ellipse. we know that the true source exists 10 the east or the array
and that all sources inferred to exist close to the array to the south, west and north are false, and arc
only duc 10 cacrgy ahased away from the true location. The two small sources inferred to exist in the
Norwcegian crust to the south and west of the array (at a time range of roughly 3 s) by the image in

Figure 2.8 arc almasit certainly only due to aliasing from a single source to the cast of the array.

24~ Image instability - should the fold of coverage be increased’

Clearly it would be desirable to produce more robust images of the local scatterers by simulta-
ncously processing a broadly distributed suitc of primary cvents. In doing so. we could. in effect, image
the crust through a “synthetic aperturc array™. Such an event suite would provide a more “balanced™
tlumination of the population of scatterers that could be provided by a single event since we could scan
the crustal volume for stable apparent sources. As discussed carlier. when considering event 84351,
it was noticed that the azimuthal resolution was improved somewhat at the expense of reducing radial
fesolution - or in other words - that a trade-off exists between azimuthal and radial resolution that cannot

be avorded when using single primary cvents. It is possible to incrcasc azimuthal resolution using a
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Figure 2.8 Image of the scattering field in the vicinity of the NORESS array obtained
using a single Semipalatinsk nuclear explosion (84351). The image was generated by
employing $§ seconds of time averaging. The beam computed for the test site is pictured
in the lower half of the figure. Overlain on the image are two ellipses representing
the curves of constant delay time T appropriate for scatterers illuminated by this event.
The secondary sources are located 38 km from NORESS at a back azimuth of 225°
and 13 km at a back azimuth of 80° .

broadly distributed suite of primary events without degrading radial resolution. It is certain that stacking
numerous events will help suppress incoherent noise in the ¢vent records, and thus, for this reason, image
stability should increase. The question we want to address next is whether it is feasible to attempt the
stacking of dissimilar primary cvents to find a more robust image of the local scatterers. In an attempt

to answer this question, we have computed an image of the scatterers by using teleseisms from 3 nuclear
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Figure 2.9 Image of two synthetic point sources (located 35 km from the amray at a
back azimuth of 225° and 13 km from the array at a back azimuth of 80°). The sources
were illuminated by an impulsive synthetic primary event located near Semipalatinsk.
Illustrated is the wavenumber integration synthetic computed for the center station in
the array.

explosions detonated at the Nevada Test Site (NTS). The result is displayed in Figure 2.10 with the
smearing ellipses computed for the two local sources considered in Figure 2.9 overlain. The ellipses
have changed since p, has changed (the back azimuth to the NTS is roughly 318°). A secondary source
is still inferred to exist to the east of the array (at a time offset of roughly 4 s), but beyond that coin-
cidence, this image is profoundly diffcrent from that in Figure 2.8. A strong source is inferred to exist

to the northwest of the array. Several coherent sources are suggested to exist o the south of the array.
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Figure 2.10 Image of the scattering ficld in the vicinity of the NORESS array obtained
using four nuclear explosions detonated at the Nevada Test Site (NTS) (86318, 87225,
87267 and 87287). The image was generated by employing 5 seconds of time averaging.
The beam computed for the test site, using recordings of the second event, is pictured
in the lower half of the figure. Overlain on the image are ellipses representing the
curves of constant delay time = appropriate for scatterers illuminated by these events,
The secondary sources are located 38 km from NORESS at a back azimuth of 225°
and 13 km at a back azimuth or 80° .

These two images suggest that there is the possibility that the intrinsic appearance of the crust depends
on the direction from which it is illuminated. 1f we accept the hypothesis that topographic features are
responsible for the bulk of the scattered energy then an cxamination of this surface quickly reveals that

common topographic structure has geographic extent and is clearly not cylindrically symmetric - there is
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Figure 2.11 Image of the scattcring field in the vicinity of the NORESS array obtained
using recordings of a singlc earthquake (85134; 10.7° S, 41.3° E). The image was
generated by employing 5 seconds of time averaging. The beam computed for the
earthquake is pictured in the lower half of the figure. Overlain on the image are ellipses
representing the curves of constant delay time = appropriate for scattercrs illuminated

by this event. The secondary sources arc located 38 km from NORESS at a back
azimuth of 225° and 13 km at a back azimuth of 80 .

a clear northwest-southeast fabric in which typical features are 10°s of km long. In view of the geographic
extent, and shape, of typical topographic fcatures it is not he surprising that there appears to be some
dependence of the appearance of the crust on the direction from which it is itluminated. If this was the
only possible explanation of the dissimilar naturc of the images then perhaps a strong argument could be

made against stacking.




Fortunatcly, other cxplanations exist which can explain the disparate nature of these images
and strongly support the simultancous us¢ of many primary events to attempt a more robust imaging
analysis. The image quality of Figure 2.10 is clearly de.aded since the signal to noise ratio (SNR) is
much lower in the NTS scismograms than if is in the Semipalatinsk events. We expect that noise in the
data will map directly into image noise, or instability. Some, or all, of the apparent sources in this image
(or any imagc produced using a singlc event) could be due to coherent bundles of noise. Furthcrmore,
a distinct possibility exists that the energy located in the fourth quadrant of Figure 2.10 (at roughly the
back azimuth of the primary event) does not have a local source but. in fact, is duc to incomplete beam-
correction. This argument could be used to shed doubt on the reality of the secondary source inferred to
exist to the cast of the array by the Semipalatinsk cvent (Figure 2.8) since Semipalatinsk is located at a
back-azimuth of 75° from the array.

Obviously, neither of the two imagcs considered thus far can confidently be touted as represen-
tative of the true distribution of scatterers. Unless the intrinsic appearance of the crust is wildly dependent
on the direction of illumination it seems clear that image quality can be improved if a large number of
events are allowed 1o “vote” on what a representative image of local scatterers should be. It also seems
logical that greater attention should be paid to the events recorded with higher SNR. If the feature in
the fourth quadrant in Figure 2.10 is due to incomplete beam correction, and even if this problem is
shared by many cvents, then stacking of a broadly distributed suite should suppress this effect. since the
primary sourcc encrgy should lie in a pie slice originating at the array and pointing toward each primary
source. Furthcrmore, such stacking should serve to suppress the influence of near source scatterers - and
incoherent noise.

A very similar problem has plagucd the reflection scismic community. As in our work. they
image subsurface structure using recordings of phases produccd by the interaction of man-made seismic
energy and sub-surface reflectors. 1t is well known (Yilmaz. 1987: Clacrbout. 1985) that attempting
such imaging using data that has sampled cach point on a reflector of interest only once, “single fold
coverage”, gencrally yields poor results. Given the size of typical primary sources, the SNR isn't high
enough to allow good resolution of the subsurface “secondary”™ sources. To improve the results, seismic
data is generally collected such that redundant excitation of cach subsurface point of interest is achieved
- or to usc the parlance of the reflection seismology community - the fold of coverage is increased. The
redundant recordings are stacked to interfere coherently such energy. In the current problem, we can
increase the fold of coverage, or we can in cffcct causc each active scatterer to be redundantly excited.

by using morc than onc primary event.
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2.4.c An illustration of why temporal deconvolution is necessary

As mentioned in section 2.2, further complication is provided by ¢ {act that the excitation
function is clearly not impulsive but consists of a protracted sequence of arrivals (a wavetrain). In Figure
2.12 is illustrated an image computed using a single telescismic earthquake as a primary source (event
85134 located at a back azimuth of 133“) and assuming a p, of .304 skm~'. An cnergy low in the
second quadrant (at the back azimuth to the primary cvent) suggests that the beam correction has been
effective. The two sources discussed earlier are still prominent but an additional apparent source is
inferred 10 exist in the third quadrant. When gencrating images using temporally protracted teieseisms, a
fundamental ambiguity exists when trying to locate sources of scattercd energy. Is onc apparent source
inferred to exist at a greater distance from the array than another because it is located farther from the
array or because it is due to excitation by a tardy primary arrival? It seems likely that this distant source
1s simply due to a late arrival from the carthquake exciting a scatterer located relatively close to the
array since other events sec no source at this location. Prior to gencrating spatial images of the local
scattering field using recorded teleseismic events as primary sources it is clear that an attempt should be
made (o suppress the influence of late primary amrivals. In Chapter 3 a simple convolutional model is
developed 1o describe the interaction between protracted teleseismic wavetrains and the impulse response
of the local scatterers. A remedy. in further pre-processing involving deconvoiution of an estimate of the

incoming wavetrain from the individual records, is developed.

2.5 Conclusion

In this chapter, a technique to image for local sources of scattered encrgy using small aperture
airay recordings has been developed. In essence, a hyperboloid summation migration is used to resolve
the faint secondary sources of R, encrgy. This technigue has been applied to array recordings of individual
real and synthetic events. The synthetics have shown that the azimuthal spatial resolution provided by the
technique, when applied to a small-aperture array, is inversely proportional to the distance to the secondary
source and directly proportional (0 the aperture of the array. In theory, the radial resolution should be
inversely proportional 10 the range o the secondary source (duc to dispersion of the surface wave packet).
Howcver this effect s, in practice. lesscued due (o the effect of time-averaging, Preliminary analysis of

several events recorded by the NORESS array in southcm Norway indicales that stable sccondary sources
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likely exist in the vicinity of the amray (to the southwest and northcast). These results are consistent with
those of Gupta ef al.(1990a,b) and Bannister er al.(1990). 1t appears, however, that the production of
robust images cannot likely be achieved using single primary cvents. The feeble secondary sources
cannot be well imaged without redundant excitation. It is necessary 1o “increase the fold™ by stacking
the results of a large suite of broadly distributcd primary cvents. Because of the protracted nature of
most teleseisms it is not clear what primary phases are responsible for exciting locally scattered energy.
As a result, only temporal images have been produced. To refine the :Jgorithm further, to facilitate the
production of spatial images, will require deconvolution of the incident wavetrain (Chapter 3). This will

allow us to test more stringently the stability of our images.
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Chapter 3

Regularized deconvolution of noisy seismic array recordings

Abstract

In this chapter, an algorithm is developed for the deconvolution of a presumed known wavelet
from uncertain data. This approach sceks a deconvolved trace (model) that possesses a physically
reasonable amount of covanance and produces an acccplable data misfit. Regularization is achieved
using the L, norm to assess data misfit and model roughness (or complexity). The method of Lagrange
multipliers is used to control the tradeoff between thesc 2 characteristics. The noise is assumed to result
from a stationary, Gaussian, process. The noise covariance is estimated assuming the process is ergodic
and applying an autocorrelation operator to pre-cvent noisc.

Two approaches are taken to introduce the proper Icvel of covariance into the model. In onc,
akin to the Occam’s Razor method of Constable er al (1987), a straightforward differencing operator is
applied to the model vector to yicld a smoothed result. In the sccond approach, a priori knowledge,
obtained from physical arguments, is used to provide an estimate of the statistical nature of the model.
This information is used to dcfine a correlation operator that is applicd to the model vector as a way of
seeking a model with an appropriate degree of covariance. In both approaches, it is assumed that the
mapping kemel which relates the model to the obscrved data is known cxactly. A series of synthetic
models is explored in an attempt to define weaknesses of the approaches. Comparison is made with the
spectral division technique.

Full array synthetics are convolved with recorded time scrics and then deconvolved, after adding
nowe. to determine the extent to which the resolution of crustal scatterers neas seismic arrays can be

cnhanced by using this processing.
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C.1 Introduction

The imaging analysis introduced in Chapter 2 is based on equation 2.3
T=R’ﬂ‘.(pl_p3) (31)

that assumes impulsive excitation of the local population of scatterers to predict arrival times of scattered
phases at seismic receivers. This formula was applied to recordings of teleseismic events to produce
images of the scattering field in the vicinity of the NORESS array. If one adopts the simple assumption
that the level of excitation of an active scatterer is proportional to the amplitude of the incoming wavefield
then it is clear that excitation is not impulsive. Instead, due to the protracted nature of the incoming
waveficlds, estimated by beamforming, scattcrers are repeatedly illuminated by successive arrivals in a
typical teleseismic wavetrain. Given this hypothesis, it was concluded in Chapter 2 that formula 2.3
should be used to produce temporal, not spatial, images of the local scatterers. It is clear that further
pre-processing of the array records, with the goa. of reducing the effective time span of teleseismic

arrivals, is desirable.
C.2 Analysis of the forward problem

C.2.a The convolutional mode!

In an attempt to remedy this situation we assume a simple model for the array records. The
motions occumring at the location of an individual sensor, d(t), are rcal values that result from the
convolution of the scnsor’s impulse responsc, m(t), hercafter known as the model, and the sequence
of arrivals from the pritnary source, b(t), which we assume is invariant with respect to time shift. In
more precise terms, we define the impulse response, m(t), to be the wavefield that would be recorded
by that sensor in the event of impulsive excitation by a plane wave with the wavevector appropriate for
the telescismic source. The wavetrain, b(t), goes under many aliases - the transfer function, the basis
wavelet, the mapping kemel, the representer, the data kemel, ctc. Hereafter, in this chapter, b(t) will
be referred to simply as the waveiet. Considering, for the moment, recordings uncorrupted by additive

noise:
t) ta

d(t) = b(t) « m(t) = /b(t - rym(r)dr = /g(t,f)m(r)dr (3.2)

1 4
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where * denotes convolution. The model is assumed to have finile support between ¢y and ¢, g(¢, T)=b(t -
r). It is assumed that these motions superpose linearly (and that we have a linear forward, and thus
linear inverse, problem). Given that we consider discrete representations of the data, model and wavelet

these relations can be rewritien as:

Nm Noe
di = Zbk—jﬂmj = ngjmj (3.3)
1=1 =1

where gy, = by_,, is defined from j=1 to j=N,, the number of points in the wavelet. The number of
model components is given by N,,, the data is recorded at N, points. Given this discrete representation,

the solution of the error-free linear forward problem can be rewritten as a matrix equation

d=Gm (3.4)

where G is a Ng x N,, matrix that contains the wavelct b(t) and can be defined as follows:

b') bl 0 .. . - .
b, b1 ... b 0
0 bp bp1 ... b O
G=| . ) . L. } (3.5)
0 bn by by
k 0 by by
0 . ... 0 bn

in which case the matrix is not square (Ng = N, + Ny — 1). Given that N, is greater than one. there
are more data points than model parameters to be determined. The problem, as defined above, is likely
over-determined.  All the direct constraint information we have to form an estimate of the model is
contained within Equation C4. All wavelets, g,. j=1, Ny arc lincarly independent and thus form the
basis for an Ny dimensional linear vector space, known hercaficr as the data space. A subspace of the

data space encompassing the first Ny, points is hercafter referred o as the model space.

C.2.b The effect of protracted teleseismic wavelets on imaging for local scatterers

Prior to considering the problem of inverting equation C.4, it secms rcasonable to apply the
convolutional model to synthetic and recorded data and to asscss the cffect of a prolonged excitation

funcuon on the imaging process. In Figurc C.1 is displayed thc image computed when a single scatterer
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Figure 3.1 Image of a synthetic point source located 35 km from the array at a back
azimuth of 225°. Wavenumber Intcgration was used to generate synthetic seismograms
individually for cach of the 25 vertical component sensors in the NORESS array (il-
lustrated is the synthetic computed for the center station). In this, and all subseguent

images, contour values indicate amplitudes in dB relative to the largest value in the
image and cylindrical propagation of scattered wavefronts was assumed.

35 km to the southwest of the NORESS array is excited by a single, impulsive, arrival impinging on the
area from directly beneath (it has infinite phase velocity).

The radial resolution is degraded only by dispers on and time-averaging which, in this case, is
5 seconds. The azimuthal resolution of the NORESS array at this range is roughly 20 km, the image

sidelobes are not significant. In Figure C.2, we display a recorded teleseism, produced by a Semipalatinsk
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Figure 3.2 A Scmipalatinsk telescismic event recorded by the NORESS array. Dis-
playcd in the upper figure is the bcam computed using 24 channcls. the lower figure
displays the amplitude spectrum of this beam.

nuclear explosion (1985, day 351). The character of the wavcficld amriving from the explosion has been

cstimated using simple delay and sum beamforming - we denote this beam as b,(1). To produce the
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Figure 3.3 Displayed is the image computed using time series that have resulted from
the convolution of the synthetics displayed in Figure C.1 and the recorded teleseism
displayed in Figure C.2. Illustrated in the lower figure is the a0 synthetic/recorded
seismogram. This figure is included (o illustrate what degradation of radial resolution
we expect when local point scatterers are excited by a relatively impulsive teleseism.

image in Figure C.3, we have used this teleseism to play the role of the wavelet (excitation function) -
the teleseism, b,(t), has been convolved with the synthetics used to produce Figure C.1.

In the lower part of this figure, a sample seismogram (station a0 - vertical component) is
displayed - the convolution has clearly increased the duration of the arrivals. As a result, the image of
the point secondary source (displayed in the upper part of Figure C.3) has acquired a “shadow” extending

outward from the array originating at the true source of scattered energy - the radial resolution has been
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Figure 3.4 A tcleseismic earthquake (1985, day 134) recorded by the NORESS array.
Displayed in the upper figure is the bcam computed using 25 channels, the lower figure
displays the amplitude spectrum of this beam. This event is the same onc that appcars

in Figure 3.11.

scriously degraded. In a second example, we convolve the recording of a teleseismic earthquake (b.(1):

1985, day 134; Figure C.4) with the synthetics (Figure C.1) to produce the image in Figure C.5. The
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Figure 3.5 Displayed is the image computed using time series that have resulted from
the convolution of the synthetics displayed in Figure C.1 and the recorded teleseism
displayed in Figure C.4. Illustrated in the lower figure is the a0 synthetic/recorded

seismogram. This figure is included to illustrate what degradation of radial resolution
we expect when local point scatterers are excited by a rclatively protracted teleseism.

“pulsy” nature of the earthquake wavetrain in Figure C.4 has translated directly into the image as discrete
concentrations of energy located mainly to the southwest of the true scatterer. Still plotted as a function
of space, this image implies the existence of a false source roughly 70 km to the southwest of the array.
We know that this energy originated only 35 km from the array but is due to a multiple that arrived
roughly 10 seconds after the primary onset. The effect of the teleseismic nuclear explosion on the image

of the local scatterers seems relatively light and, given that the convolutional model gives a reasonable




description of how the energy in the wavelet interacts with the scatterers, should be relatively easy to
remove. The earthquake, however, is characterized by more significant coda which will be harder to
correct. In these synthetic examples, the temporal resolution of the array records, and thus the radial
resolution of the images, is being degraded by the protracted nature of the wavelet. Given that the
convolutional model introduced at the beginning of this section gives a rcasonable description of the
process at work, it seems likely that a similar process degrades the quality of the images presented in
Chapter 2. The goal of this chapter is to develop a means by which the radial resolution of the images can
be enhanced without degrading the azimuthal resolution. The quality of images produced using recorded
data will be increased if the basic seismic wavelet can, in effect, be compressed into a delta function so
we can use the impulse response to image the local population of scatterers. The goal of the next section
is to derive a means whereby the inverse probler- _an be solved. Basically, the matrix equation, C.4,
has to be inverted, or the wavelet within G is to be deconvolved from the data vector, d, to yield an

estimate of the model, m.

C.3 Inversion methodology

As we’ve seen above, the convolution of the impulsc response of a systent with a non-impulsive
function leads to a loss of resolution, or a blurring of detail. A large number of attcmpts have been made
to reverse this process, or deconvolve the data for the underlying impulse response. This section describes

(hrec approaches.

C 3.a Deconvolution by spectral division

One technique that has been used involves a straightforward use of the convolution theorem.
Representing angular frequency by w, if D(w), B(w) and M(w) arc Fouricr transform pairs of d(t), b(1)
and m(t) respectively then by Fourier transforming equation C.2 we find that:

D(w) = B(w)M(w) (3.6)

An estimate of the spectrum of the model, M (w) can be found using spectral division:

M(w) = D(w)B (W) (3.7)




and the underlying mode! estimatc, /1 (t) can be found by inverse Fourier transformation. At first sight,
this technique secems like it should work well, however in practice spectral holes exist in B(w) making
its inversion unstable - straight division amplifies frequencies absent from B(w) which produces ringing
in M(w). In practice, the inversion is stabilized by filling in the spectral holes (or, so to speak, raising
the watcr level) present in B(w) prior to division in a process known as pre-whitening (Yilmaz, 1987).
The degree to which the holes are filled up is most often determined by visual inspection of (t) and
thus the technique is, in general, highly subjective. This approach, however, reveals an important aspect
of the inversion that, given a finite number of inexact observations, cannot be avoided. It is well known
(Parker, 1977) that the problem of inverting a lincar forward problem for a discrete, or continuous, model
given a finite sct of inexact obscrvations is non-unique. The challenge lics in finding an inversion scheme

that avoids the ad hoc sclection of a single modcl.

C.3.b Wiener filtering - seeking the maximum resolution and the best data-misfit

As discussed by Oldenburg (1981) a powerful alternative solution of this linear forward problem
lics in the inversion formalism of Backus and Gilbert (1967,1968.1973). At the heart of this approach
is the lesson that, given the finite, inexact, nature of the observations, a single, exact, model cannot be
produced. It is possible only to estimate blurred versions of the true model using linear combinations of

the observations. In matrix form the latter part of this statement can be rewritten as:
m = Ad (3.8)

or explicitly defining the terms involved:

Na
m, = Zu,kdk (3.9)
k=1
combining equations C.3 and C.8 we find that:
N., Na
m, = Z Za_,kghm. (3.10)

t- 1 k=1

letting

Na
R)t = Zajkgkl (311)
k=1
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where R is generally known as the resolution kemel, we find that:

N
m, = ZR),m, (3.12)
121

The resolution kemel describes the degree o which the true model is blurred. It could be argued that we
might want to scck those dala weights, a, which yicld the greatest resolution. or the most time limited
resolution kemel. The greatest resolution that the data allow can be found by making a as close as

possible, in the icast squares sense, to the delta function (). This result can be found by minimizing:

Nm Ny

U=5"(5"augu — (i, k))? (3.13)

1-1 k-1

with respect 1o the data weights, a. It can be shown that, provided G7 G is non-singular, this yields the

following solution, expressed in matrix form:

A= (G"g) '’ (3.14)

This set of weights also yields the model that has the smallest Euclidean norm, or is smalicst in the least
squares sense and viclds the smallest data misfit. as measured by the method of least-squares - it is a
minimum crror vanance technique (Mendel, 1983). This result is known as the unconstrained Wiener
shaping filter cireitel and Robinson, 1966: Oldenburg, 1981 and Mecnke, 1984). In the unlikely event

that the observations are uncorrupted by noisc the predicted data, d,,. are given by
d, -GGGy 'GTd (3.15)
which, by inspection, shows that the data arc predicted cxactly. The matrix which premultiplies the

obscrved data vecior 1s known as the data resolution matrix (R,;: Menke. 1984) and, in this case, equals

1. the wentity matnix.
C e Anapproach 1o deconvolution that allows for a tradeoff between data misfit and model simpliciry

There are several reasons why the current imaging analysts should benefit from a less specific

approach. In practice. 1t s always true that the observations are corrupted by noise. An equation that
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gives a more realistic description of the forward problem. than is provided by equation C.4, is

d=Gm+n (3.16)

where the vector, n, represents the additive noise. We need an approach that will yield a model that
produces the correct level of data-misfit (given data made incxact by noise. an exact fit is no longer
desirable). Furthermore, it is appropriate to cast the solution in a way that will allow the introducton of
a priori information, such as that which describes the expected, or desired, character of the model.

As in many other inverse problems, the model we seck suffers from a number of undesirable
qualitics that we wani to suppress simultancously (in this case model complexity and the inability to
reproduce the input data). A constrained optimization that will allow us to control model complexity and
vary the fidelity with which we reproduce the input data can be achieved using the method of Lagrange

multipliers. Following this approach, we define the trade-off functional, U, as follows:

U =]0Om|?+u "{Gm - d|? - X?} (3.17)

where the norm used is the standard Euclidian norm, O is an, as yet, undefined operator that we apply
10 the model vector and X 2 is the mean square misfit. One reason why this approach is attractive is that
it is general, in the senee that we are free to use a priori information to define the norms in the way we
feel best suits the problem at hand.

Considering the problem which has motivated the work in this chapter, there are several sources
of noise. In addition to cultural sources, local wind, and spring runoff, an important sourcc of noise
in the vicinity of the NORESS array is microscismic noise, generated by interactions between swell
propagating in opposite directions, for cxample in the North Sca (Fyen, 1986). The wind energy is
converted to acoustic energy within the water column and then to seismic encrgy at the seafloor. The
dominant period of microscismic noise shows some variation (Hedlin and Orcutt, 1989) but tends to
lic in the band from 3 to 10 scconds. Given that the NORESS array rec  -is are digitize.. at 40 Hz,
it is immediatcly apparent that the noise in this dataset must be correlated and the inversion theory
should accommodate this complexity. Considering the complex nature of the noise. that many sources
arc simultancously at work, we assumec the added vector, n. is a single realization of a stationary random
process. N(t). that oheys Gaussian statistics. By definition, assuming N(t) has been demeaned, the noise
autocovariance is defined as:

R(r) = E{(N(t). N(t + 1)} (3.18)
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where E denotes the expectation operator. Since we have only a single realization of N(t) in the pre-event

noise sample we assume ergodicity and estimate R(7) by a simple delay and sum operation over J points:
12

R(jAl ~ 5 l};w,mu, + jAt) (3.19)

and use this information to construct a Toeplitz autocovariance matrix, C,,,,, where the (i.j)"‘ clement is

given by R((i — j)At). We assume, for the time being, that no error exists in G, and thus, give, the

assumed Gaussian nature of N(t), that an appropriatc mcasure of data misfit uses the Euclidean, or L,

norm:

([Gm ~d?=(Gm-d)"C,} (Gm - d) (3.20)

This misfit measure. known as the method of weighted least squares (Pricstley, 1981), is essentially the
onc used by Constable ¢r al (1987). However, m the present work the noise is allowed 1o possess an
arbitrary degree of covariance. As argued by Constable er al.(1987), in the cvent the errors result from
a zero-mcan, Gaussian, process and is uncorrelated the expected misfit, after normalization, is 1. As
illustrated by Journel (1989). this is still true when the errors are correlated. The covariance matrix C,,,,.
operating in this manner within the norm, rotates the comrclated vector Gm — d such that the norm can
be rewritten as the dot product of a new uncorrelated vector which has a covariance matrix that equals
I, the identity matrix. Thus the expected s misfit is still 1. The statistics underlying the model are not
so castly anaivzed - when dealing with recorded data, no model sampie exists (it is what we seek) and
so modcel statistics must be inferred using less direct means. In onc approach that has been taken to this
type of problem (i.e., Shaw and Orcutt. 1985; Constable et al.. 1987), a simple (smooth) model is sought
by applying a “roughcning matrix”, R, to the model vector. The roughening matrix is generally a first.
or second. order discrete differencing operator. Following these authors, we deline the Ly model norm

as follows,

im|? = (Rm)"(Rm) == m"R"Rm (3.21)

Expanding the night side of equation C.17, after substituting equations C.20 and C.21:
VomRTRm g M'GTC, 'CGm o' GTe s d e, Md - X% (3.22)

‘nn rn

Following the method of Lagrange multipliers, to find the model vector that viclds the smallest functional.
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U, we differentiate the functional with respect to m and force the result to vanich.

g—gl =0=R"Rm+ 4 'G"C,!Gm - 'G"Cd

GC,!d = yR"TRm + G"C,)Gm
(hRTR+ GTC;)G)m=G"C,}d

These steps yicld a model estimate:
-1
= (R"R+p "GTC;;G) plaTe ld (3.23)

Hereafter we refer to this model estimation procedure as method B. This approach is attractive because
it guarantees (hat no unnccessary structure is given to U:.. model - and thus it has been named the
“Occam’s Razor™ approach. The degree 1o which structure is suppressed is determined by the order
of the derivative. One limitation of this approach exists because it does not allow a rigorous selection
of a model roughening operator. It simply uses the a priori belief that the model should be simple
(smooth) - it is somewhat ad hoc since it is not known what degree of derivative is appropriate for the
model. one is chosen that yields a visually appealing result. There is an altenative approach that can
be taken when sufficient prior information exists that indicates what covariance should be present in
the model. The matrix RTR is a roughcning operator which, when applicd to the model vector within
the functional (equation C.17) yiclds a smoother, or more corrclated model. There exist non-singular
correlation operators that, when inverted and applied to the model vector within the functional C.16, also
yicld a more corrclated model. We denote such an operator by C,,,,. If we return to C.17 and replace
R"R with C,,}

mm

we redefine the model norm by:

m* = m"Cl.m (3.24)
The trade-off functional, U, becomes:
U=m’C, ! m+yu "{(Gm-d)" C,}(Gm-d)- X?} (3.25)

Following the steps taken above 10 define equations C.22 to C.23 we find that the estimate of the model

can be cast in the following form:

nn

i 1
= (Cm‘,,,+u 1Gg7c ‘G) p'eTeld (3.26)
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If the model vector is due to a stationary process and if C,,,, is the covariance matrix that
describes this process, this operator, when applied in this manner (Equation C.24), will introduce the
proper degree of correlation into m. Arguments can be made that the scattered wavetields should be
stationary (ex. Frankel and Wennerberg, 1987). These arguments are based on the assumption that the
underlying scatterers arc distributed randomly. The current study is determintstic in nature, the number
of the scatterers is not known beforehand but is assumed to be small. The scattered waveficlds we are
inverting for are not expected to be stationary. Since we belicve the model we seck is a transient. it is
probably safest to consider C,,,n simply as a smoothing operator that. hopefully, can be defined, given
a priori information, to introducce the proper degree of correlation into the transient model vector. If
we follow the hypothesis that the locally scatiercd phases are generated by the interaction of incident
wavefields and topographic featurcs, then knowing the scale length of the topography, and the velocity of
propagation of the incident encrgy, we should be able to make an educated gucss as to what correlation
should be present in the model. In the next section we will use synthetics in an attempt to determine if
this is true, and. if so, the cxtent to which the result can be improved.

This resolt (C.25) is somewhat awkward since the inverses of the correlation matrices must be
computed to estimate the model. It has been shown (cg. Tarantola, 1981) that

v -6’c,lce,..cT =c’c,) (C,m + CC"""GT) = (GTC

. 4G+ C,L) CrnGT (327)

nn ‘mm

given that C..., - GCn GT and G7C 1 G + C,}, are positive definite. Since Cp,y, and C,,,, have

‘nn

Toeplitz torm they are positive detinite and, thus, so arc their inverses. As a result,

1

(¢'c.aG - C,)) 670 - ConGl (Co cc,,,,,,c") (3.28)
and equation C.29 becomes:
. !
e GG (,lc",, - GC,,,G") d (3.29)
It the model and nosse are stationary, stochastic. processes and are uncorrelated with cach other, this

result has the form of the stochastic inverse of Frankiin (1970}, 1t is only necessary to compute a single
matrix inverse to obtain an estimate of the model. However, given the detinition of G in Equation C.5,
this mutnx is larger than the one appearing in cquation C.23 (N by Ny vs N, by N,,,)) and it is sull
necossary o invert Cpy o calculate mistit. To anvert for model esumates, cquations C.23 and C.29

are solved mosteps by varving g and wsirg cquation C.19 (o determimme when an aceeptable misfit has
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been achieved. This result encompasses the Wicner shaping filter. If there is no noise, or p=0 (infinite
cmphasis is placed on misfit) and the model is assumed to be uncorrclated then equation C.29 simplifies

to equations C.8 and C.14. Hercafter, we refer to the method described by equation C.29 as method C.

C.3.d Wavelet estimation

In Chapter 2, we found that the best practical mecans of estimating the character of the excitation
function (referred to as the wavclet in this chapter) is via bcamforming. This estimation procedure is
imperfect, due to seismic noise, focally scattered phases and the fact that the incoming wavefield contains
a spectrum of wavenumbers. This becam, which will be denoted by 5(!), is an imperfect representation
of the wavelct b(t), but is, nonetheless, assumed by the preceding thcory to be an exact representation.
To remedy this problem, we could apply the approach developed by Tarantola (1982) which allows
for uncertainty in b(t). Another altemmative is to consider the current problem and judge whether this
additional labor is likely to yield much improvement. Assuming that the signal does not vary between
channels but the noise is spatially uncorrelated, the noise in i;(t) is expected to be a factor of /N down
from the noise levels in the individual channcls (Lacoss, 1975; Huscbye ef al., 1985). The NORESS
array. for example, has 25 sensors so the noisc level in b(t) should be roughly % the level in each channel.
In the next section we attempt to assess the impact of such an crror on a synthetic example.

The wavelet deviates further from the true “excitation function” since the former must be

truncated at a reasonable point. The impact of finitc wavelet lcngth is also considered in the next section.

C.4 Deconvolution of several synthetic time series

Prior to applying the technique to the pre-processing of array records, the method and software
have been tested on a varicty of synthetic datascts. The advantage of the synthetic data, and the reason
that it is valuable for testing purposcs, is that it is completely controlled. As a result, all aspects of the

inversion can be tested since it is known, under all circumstances. what the outcome should be.

C.4.a Uncorrelated noise and model

The initial tests have been made on a simple dataset. one in which the wavelet is known to be
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Figure 3.6 A synthctic minimum phase wavclet (described in the text). The amplitude
and phase spectra arc displayed in the lower figure.
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Figure 3.7 A synthetic time series produccd by convolving a delta function (at t=0.6
s) with the wavelet displayed in the preceding figure. Uncorrelated, Gaussian, noise
(0=0.0002) has been added. This synthetic has a signal to noisc ratio comparable to
the best events in the NORESS dataset.

The sinusoid is multiplicd by the heaviside step function, H(t-t) to provide an abrupt onset at t=tg,
a ~ontrols the rate of decay of the cxponential. This wavclet is the result of an, admittedly simple-
minded attempt to mimic a typical telescism encountered in the NORESS dataset. Although the input
sinusoid is monochromatic (at frequency fy). as illustrated in Figure C.6 some bandwidth is present,
due o0 the exponential decay and finite length. In this subsection, all input time series are constructed
usi* g uncorrelated models and uncorrelated noise - consequently both methods, B and C, give exactly
the same results (Cp,, and C,.m. orf RTR) arc diagonal matrices. The time scries in Figure C.7 has
res ‘lted from the convolution of the wavelet with a delta function (at t,=0.6 s) and the addition of
uncorrelated Gaussian noisc (07=.0002). This model provides an interesting challenge to methods B
anc. C since these approaches both employ the L, norm (o assess model “size™ and data misfit and thus
assune these elements obey Gaussi.n statistics. In this synthetic, the added noise belongs to a stationary
Gaussian process, the model parameters clearly do not. While all points, except one, are zero, the one
exception (the & function) is a significant outlier (at 0.6 s the model has a value of 1.0). The output
models of 4 successive inversions are displayed in Figure C.8; the data misfits are displayed in Figure
C.9. From inversions | to 3. the Lagrange multiplicr. 4t, decreases and the models are clearly becoming

rougher since morc emphasis is being placed on misfit. The Lagrange multiplicr acts as the only model
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Figure 3.8 Displayed in this figure are models resulting from deconvolving the wavelet
displayed in Figure C.6 from the time senes displayed in Figure C.7. Four inversions
resuiting from progressively smaller Lagrange multiplicrs are included. The dashed line
in the upper left-hand figure indicates the known. correct resull. The lower right-hand
model has been selected since ot yiclds an rms data mistit of 1.01.
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Figure 3.9 Displayed in this figure arc data residuals resulting from deconvolving
the wavclet displayed in Figure C.6 from the time series displayed in Figure C.7. The
residuals present in inversions, resulting from the four models displayed in Figure C.8,
are included. The lower right-hand figurc illustrates that the selected model provides
overfitting of the data in the model space with the exception of the points in the vicinity

of the delta function (at 0.6 s).
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Figure 3.10 A portion (rows and columns from 150 to 212 of 274) of the data-
resolution matrix (Ry) for the inversion displayed in figures C.7 and C.8. The model
space ends at row/column 175.

smoothing parameter since no smoothing is caused by Cr,rm and ( RTR) since they are identity matrices.
By inspection of equation C.17 it is clear that in the limit where 42 vanishes, we get the model with the
greatest resolution. From inspection of Figure C.8, three problems with the preferred model (lower right-
hand comer) immediately become apparent. The delta function amplitude is underpredicted (by 22%).
the delta function is accompanied by side lobes and a significant amount of noise has been introduced
into the model. In Figure C.9 1t can be scen that at a mistit of 1.01. the most significant discrepancy
between input and predicted data occurs at the location of the delta function (0.6 seconds). The data arc
being over-fit where the model has support (from 0.0 to 4.35 s) and the expected amount of misfit is
occurning outside the model space (from 4.37 s 1o 6.825 s).

It 1s possible 10 describe why ihe data mistits are unusually distributed by considering the
manner i which the predicted data d, relate to the input data. Using cquations C.4 and C.29 we find
that

. . 1
d, . GC,..G' (,lcn,, *GC,,,,,,G') d (3.31)
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Figure 3.11 The upper figure illustrates dependence of the data misfit on the La-
grange multiplier (u) for the inversion considered in Figures C.7 to C.10. The curves
higi."ighted by the circles, triangles and squares represent the misfit measured over the
data space, the model space and the portion of the model space from 1.0 to 4.0 s. The
lower figure results from the same data however the trade-off illustrated is between
data misfit and modcl size. As in the upper figure, 47 decreases from left to right. In
both figures, the horizontal hine (at an rms mislit of 1.0) represents the desired misfit.
The input modet lics on the verical line in the lower figure. In the lower figure, the
horizontal axis scale has been magniticd by a factor of 14.4 to allow visual inspection
of detail.




modsl misfit
1.0 - . - 1.0 . -
Y] : . . v¥: ] S ST PR Lo
0.8} 0.6y

P! S | o el

-08} 08V~ - Ll .
_oa b . _08,. .: N ..... -
-1.0 n e i P i -1.0 i 1 Iy i i i i
0 ! 2 3 4 [/ 1 2 3 4 5 8 7
time (3) time (s)

Figure 3.12 The left tigure illustrates the model that yiclds an rms data misfit of
1.0 when the wavelet (Figure C.6) is deconvolved from a time scnics identical to that
displayed in Figure C.7 except that the noise level has 10 times the vanance (0=0.002).
The higher noise level has resulted in a smalier main lobe with larger side lobes. The
figurc on the right illustrates that a relatively large misfit s occurring in the vicinity of
the delta function, and overfitting is occurring over the rest of the model space.

If the matrix that premultiplies the input data vector, the data resolution matrix, R4, is equal to 1, the
identity matnx, the data are predicied cxactly. This occurs when the noisc has zero variance, or in the
Himit where the Lagrange multiplier ¢ vanishes (misfit is considercd to be of the upmost importance). In
this inversion, neither of these conditions exist. In gencral, GC,.mGT nosscsses small cigenvalues and
the noise correlation matrix, C,,,,, is nceded to stabilize the inversion. As a resuli, this added component
prevents the data resolution matrix from achieving the form of an identity matrix.

The impact of ;1C.,,, is greatest at the lower right hand comer of GC,,, G where values are
small due to the decay of the wavelet. The inverse of the sum pCy, - GCmmGT is thus significantly
changed from the inverse of GC.,,,,,G" and. as a result. R, deviates from 1. In this case, the edge effect
appears i Figure C.9 as bloated residuals (data-misfits) beyond the model space. A portion of the data
resolution matrix for this inversion is shown in Figure C.10. Within the model space (at row/columns
fcss that 176), clearly the data arc well resolved. The decay in power, and thus the loss of the diagonal
form. begins abruptly at row/column 176 - the hirst point outside of the model space. The periodicity
in the encrgy that remains beyond this hmat is due to the periodicity in bit). Examination of the data

resolution matrix reveals that. given the rapid decay of b(t), it is not possiblc to predict stationary data
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Figure 3.13 The upper figure illustrates a synthetic time scries that has resulted from
the convolution of 15 delta functions with the wavelet introduced in Figure C.6). Un-
correlated. Gaussian, noise (=0.0002) has been added. The magnitudes and locations
of the delta functions arc revealed by the solid line in the lower figure. The dashed
linc represents the model that produces an rms data misfit of 1.0,
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Figure 3.14 The left figure illustrates the model that yields an mms data misfit of 1.0
when the wavelet (Figure C.6) is deconvolved from the time scries displayed in Figure
C.7 after adding noise to the wavelet (% the amplitude of the noise in the data). The

misfit is illustrated in the right-hand figure. This figure is included to illustratc what
impact error in the cstimation of the wavelet has on the inversion.

outside the model space. In short, the noise is generated as a stationary process, not via a convolution,
and so this deconvolution procedure is not able to duplicae it - there is an edge effect made noticeable
because of the rapid decay of the minimum phasc wavelet. A graphic description of the impact of the
unevenly distnibuted data residuals on the chosen model is given by trade-off curves. In the upper half
of Figure C.11 is displayed the trade-off relationship between the Lagrange multiplier, p, and the data
mistit. The three curves in this tigure were computed by considering mistit over the full data space
{circles), the model space (triangles) and the portion of the model space from 1.0 to 4.0 s (squares). The
solid honizontal line in both figures represents the desired misfit. Considering cither misfit over the model
space, or the data space, we sclect the model when s reaches a value of 3, since af this point the misfit has
reached the desired level. The vertical gap between the misfit associated with this model and the misfit
occwTing from 1.0 to 3.0 s (the bulk of the model) illustrates the cxtent 1o which overfitting is occurring
in the bulk of the model space. Considering only the misfit occurring in the model space, with the
exception of the large vilues near 1=0.6 s. the normalized mistit is roughly 0.29 - a significant overfitting
18 occurming. To a large extent, the overhtting that occurs in most of the model space compensates for

the underfiting that occurs near the deita function at 0.6 s. The algorithm has trouble fitting the deita
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Figure 3.15 The left figure illustrates thc model that yields an rms data misfit of 1.0
when the wavelet (Figure C.6) is deconvolved from the time series displayed in Figure
C.7 after uuncating the wavelet after 20 points (0.5 s). The misfit is illustrated in the
right-hand figure. This figure is included to illustrate what impact truncation of the true
wavelet has on the inversion. Not surprisingly, the most significart corruption occurs

at 1.1 s (0.5 s after the delta function).
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Figure 3.16 A synthetic time series produced b, convolving a delta function (at
t=0.6 s) with the wavclet displayed 1n Figure C.6. Correlated. Gaussian, noise has been
produccd by convolving uncorrelated noise with a boxcar function,




function and thus overfits other model points to compensate. In the lower figure, we display the trade-off
between data mistit and model size. The horizontal axis ccale has been magiified by a factor of 14.4 to
allow examination of detail. As a result of this, the preferred modc! appears further from the bend in the
trade-off curves than it actually is. The sclected model has a norm of roughiy (.63 - the input model is
known to have a norm of 1.G. This discrepancy is mainly due to the underprediction of the delta function
amplitude.

A second test. using the same input model but adding noise with 10 times the variance (2=.002)
yields the output modcl and data misfits pictured in Figure C.12. This noise level is roughly equivalent
to the worst level encountered in the Scripps’™ archive of 105 NORESS teleseismic recordings. In this
noise env:ronment, at a misfit of .01, the delta function is still located in the cor cc* place; however, its
amplitude is judged to be only 0.4 the truc amplitude. The sidelobes have increased in amplitude. roise
is still being tit into the model. and overfitting is occurring only in the model space.

In Figure C.13 we illustrate the degree to whrch the inversion algorithm is at'e to find a set of
15 delta functions convolved with the minimum phase wavc!. . (Figure C.6) when the result is added to
a low level of noise (0=0.0002). The input data are 1hustrated in the upper half of the figurc, the result
is displayed in the lower half. It appears *at, given a !w noise environment, the approach is able to
uncover a kuge number of delta functions when they are convolved with a minimum phase wavelet. To
test the resistnce of the inversion schemes to imperfect estimation of the was clet, b(1), we have added
uncorr:’dted Gaeassian noise (at onc-hifth the amplitude present in the data) to the wavelet. This relative
aaplituac has been chosen to sic tlate the relative error expected in the NORESS aata sct. In all other
respects, we have duplicated the first inversion (e, . we assume the wavelet is free of error). Visual
comparison of the result (Figure C.14) with the original inversion (Figures C.7 .0 C.11) reveals liitle
degridation of model quality.

In Figure C.15 wc truncate the wavelet after 20 points (0.5 §). As cxpected, large “truncation
phases™ and residuals have resulted at multiples of 0.5 s afier the model power. This test represents
a severe truncation - as will be seen later, recorded teleseismic amplitudes gencrally decrease capidly
cnough so that power lfevels at the end of the window are low.

The probicms noted above may be due, in part, to the adoption of the L, norm and the
underlying assumption of Gaussian statistics.  Mcthods B and C are clearly not very tolerant of (or
resistant to) ovtlicrs. The challenge of recovening the input model is increased when the model and
data crrer possess similar covanances in these datascts they are both uncorrelated). Fortunately, it is

cxtremely unlikely that the recorded data will be so “long tailed "or that the model and error statistics
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Figure 3.17 The lcft figurc illustrates the modcl that yields an rms data misfit of
1.0 when the wavelet (Figure C.6) is deconvolved from the time series displayed in
the preceding figure. The noise was assumed to be uncorrelated and, as a result, a
significant amount of the correlated noise has been introduced into the model.

will be so well matched.

C.4.b Correlated noise

In this subsection, we consider a time serics produced by convolving the minimum phase
wavelet with a single delta function (at 0.6 s) with corrclated noise added to the result (Figure C.16).
The correlated noise was generated by convolving uncorrelated Gaussian noise with a boxcar function.
In Figure C.17 we present the preferred model that resulted from using methods B or C and assuming
the noise is uncorrelated. This poor result suffers mainly because the correlated noise has been fit into
the modei - the algorithm expected the noise to be uncorrelated and thus put this correlated energy in the
model. In the next figure (C.18) we have included the covariance matrix estimated for the noise using
Equation C.19 and have re-inverted for the model. Although the delta function has acquired significant

side tobes. the rest of the modcl is relatively free of noise - the residuals are well distributed.

C4.c Correlated model

In this subsection, we consider a more physically rcasonable modet - a correlated transient
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Figure 3.18 The left hgure lustrates the model that yields an mms data mistit of 1.0
when the wavelet (Figure C.6) 15 deconvolved from the time scries displayed in the
preceding figure. The true noise covariance matrix (C,,,,) was included in the inversion

causing most of the notse to be excluded from the model.
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Figure 3.19 To produce the synthictic time series (nghit tigure the transient, correlated
model (feft fizure) is convolved with the minimum phase wavelet displayed in Figure

ChH Uncorrelated, Gapsaan, now < o 000002) his been added,

displayd on the Teft side of Figure C 19, To produce the input data (right side of Figure C.19) uncorrclated




1.0 = mode! 1.0 'MW

PY] SR oal

0.6 o6}

oafi ol ol S P

e - Ll SRR

—0s}: L _ogl: .

PP S T ; ............ o i

T s 4 T2 s 4 5 6 7
time (3) tims (3)

Figure 3.20 The left figure illustrates the model that yiclds an rms data misfit of 1.0
when the wavelet (Figure C.6) is Jeconvolved from he time serics displayed in the
preceding figure. The model was assumed to be uncorrelated. As a result, the data
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misfit (right figure) is concentrated at the location of thc modcl-power.

Figure 3.21 The left figure illustratcs the model that yields an rms data misfit of 1.0
when the wavelet (Figure C.6) is deconvolved from the time series displayed in Figure
C.19. The Toeplitz correlation matrix (C,..,,), estimated by applying an autocorrelation
operator to the known model, has been used in the inversion. The data residuals (right
figure) arc well (evenly) distributed.
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Figure 3.22 The left figure illustrates the model that yiclds an rms data misfit of 1.0
when the wavelet (Figure C.6) is deconvolved from the time scries displayed in Figure
C.19. The Toeplitz correlution matrix (C,,,,). estimated by applying an autocorrelation
operator to the known model (and approximating the result with a Gaussian), has been
used in the inversion. The data residuals (right figure) are well (evenly) distributed with
the exception of a slight concentration of power at the vicinity of the model power.

noise (o = 0.00U2) has been added to the convolution of this transient with the minimum phase wavelet.
In Figures C.20 to C.24 we present a scries of inversions involving this data that were computed to test
the relative worth of methods B and C. In Figure C.20 we use method C, the statistical approach, to
invert for the underlying model; however, we assume that the model is uncorrelated. The model has not
been resolved with great fidelity - 1t possesses some uncorrelated noise duc 1o overfitting in the model
space that compensates for the underfitting that has occurred at the location of the model power,

In Figurc C.21 we attempt the same inversion; however, prior (o the inversion we have applied
the autocorrelation operator to the known modcl and included this information, within the correlation
operator C,,. ... as part of the inversion. Despite the slight concentration of power at roughly 0.6 s, the
data resirduals are extremcly well distributed - the model power is not being underfitted. It appears that the
statistical approach works wcll in spite of the transicnt nature of the model. To achieve the result displayed
in Figure C.22 we approximalc the true covariance matrix with a Gaussian, that provides roughly the same
smoothing, and invent to find slightly worse residuals - the transient amplitudes are underpredicted. In
Figures C.23 and €.24 we usc method B and define the roughening matnx to be discrete first and second

order differencing operators respectively. Both of these results are clearly infenior to those achicved using
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Figure 3.23 The left figure illustrates the model that yields an rms data misfit of

1.0 when the wavelet (F.gure C.6) is deconvolved from the time series displayed in

Figure C.19. The model has been solved for using equation C.21, a first-derivative

roughening matrix was used. The data residuals possess a more marked concentration

of power in the vicinity of the transicnt model power than is possessed in the previous

two inversions. As a result, more noise has been fit into the model (note the *“‘chatter™

in the model (left figure) and the averfitting in the model space (right figure),
method C with the known correlation operator C,,. but only slightly worse than the results achieved
when C,,,, has been approximated with a Gaussian. In both of the inversions achicved using method

B. the transient is not well predicied, compensatory overfitting is occurring in the model space, causing

“chatter™ in the modcl.

C.4.d Deconvolution of full array recordings of synthetic and recorded events

At this point, we return to the images presented in section C.2 to determine the extent to which
we can use mcthods A and C to deconvolve the seismograms and recover the radial resolution in the
images. Recall, from section C.2. that the image in Figure C.3 originated by convolving a Semipalatinsk
teleseism (b,(t). pictured in Figure C.2) with the synthetics used to generate Figure C.1. In the same
manner, Figure C.5 was generated from C.1 using the teleseismic earthquake beam (b.(t) pictured in
Figure C 4).

In Figure C.25 we present the result of using method C to deconvolve the 25 channels underlying

Figure C.3. We have added a small level of uncorrelated noise to cach channel to stabilize the inversion.
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Figure 3.24 The left figure iilustrates the model that yields an rms data misfit of
1.0 when the wavelet (Figure €.6) is deconvolved from the time serics displayed in
Figure C.19. The model has been solved for using cquation C.21, a second-derivative
roughening matrix was uscd. As in the previous inversion, a significant underfitting of
the data is occurring at the location of the modcl power. As a result, more noise has
been fit into the model (note the “chatter” in the model (left figure) and the overfitting
in the model space (right tigure).

We use b,(t) with the exception that it has been truncated after 400 points (roughly 40 s) and tapered
by a cosine taper from points 361 to 400. The data vector (799 points) has been tapered by a cosine

er from points 401 to 799 to rcduce edge effects. The model contains 400 points and spans 40 s.
s combination of vector lengths was chosen to reduce edge effects - as seen earlier, any truncation
error should occur Ny points beyond the model power. Using the parlance introduccu in section C.2, this
approach has recaced the power of the tail by roughly 15 dB. The azimuthal resolution (width of the main
lobe) has been recovered almost exactly and the image side fobes have been recovered to a similar extent,
‘The deconvolved trace, station a0, is displayed below the image and bears a striking resemblance {0 the
original channel displayed in Figure C.1. Fortunately, considering that this inversion required roughly
11 minutes of CPU time on the SDSC Cray Y-MP, it appears to have been a great success. In Figure
C.26 wce present the result of applying method A 10 deconvolve the same 25 time series. This result was
achicved after scveral (ioughly 10) iterations. where parameters (such as the water level) were chosen to
yicld a model estimate. The visual appearance of cach intermediate model fed to the sclection of a new
{we hope bettery set of parameters, and so on. This result (Figure C.26) is inferior to the preceding one

{Figure C.25) for scveral reasons. First, the ringing has led to a slight widening of the main lobe (in a
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Figure 3.25 The result of the deconvolution of the teleseism displayed in Figure C.2
from the scismograms represented by the trace in Figure C.3. Perfect deconvolution

would result in this image being identical to that displayed in Figure C.1. Displayed in
the lower figure is the deconvolved channel a0.

radial sense) and somce loss of azimuthal resolution. The surface wave packet has been smoothed leading
10 a further reduction of azimuthal resolution. The character of the image “side lobes™ has not been well
recovered (see Figure C.1). The “tail” has been signiticantly reduced (by roughly 15dB). It is likely that
a better result could be achieved afier several rmore visual, and subjective, iterations; however, based on
this disappointing result. we have chosen to abandon this approach.

The sccond test image (Figures C.4 and C.5) presents a greater challenge for method C since
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Figurc 3.26 The result of the deconvolution of the teleseism displayed in Figure C.2
from the scismograms represented by the trace in Figure C.3 using the spectral division
technique. As in the previous figure, perfect deconvoiution would result in this image

being idenucal to that displayed in Figure C.1. Displayed in the lower figure is the
deconvolved channel 40,

the wavelet 1s more protracted. Using method C we can reduce the tail by roughly 10 dB (Figure C.27).
There 1s a shight edge effect at the beginning of the deconvolved trace. The side Tobe character has been

recovered  the azmmuthal resolution has not been degraded.

C.5 Conclusions
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Figure 3.27 The result of the deconvolution of the telescism displayed in Figure
C.4 from the scismograms represented by the trace in Figure C.5. As in the previous

two figurcs, perfect deconvoluuon would result in this image being identical to that
displayed in Figure C.1. Displayed in the lower figurc is the deconvolved channcl a0.

In this chapter, three approaches to the seismic deconvolution problem have been considered.
The first. method A, is a straightforward spectral division technique that uses pre-whitening. The second,
method B. is akin to the Occam’s Racor approach of Constable, et al.(1987). The third technique.
developed in this chapter, is essentially the stochastic inversion scheme of Franklin (1970) and allows the
introduction of a priori information regarding noisc and modcl covariances, into the inversion process.

These approaches have been applicd, with varying degrees of success, to several synthetic datas-ts. The




spectral division technique has been found to be inferior, primarily because of its ad hoc, highly subjective
nature.

It has become clear from the analysis of synthetic data that the measure by which techniques
can best be judged is the manner in which the data misfits are distributed. The most succesful techniques
yield evenly distributed residuals. Using this yardstick to judge success, methods B and C are equally
capable of inverting data when the model is uncorrelated. Application of these techniques to models
which possess significant outlicrs gencrally yiclds unsatisfactory results. This is mos¢ likely true because
these techniques use the L, norm to assess model size and thus assume the model is a realization of
a Gaussian process. The problem seems particularly acutc whe . the model and noise possess similar
covariances - it is not clear where the energy in the data should be placed - much noise is assumed
to be part of the model. Given accurate a priori information, it appears that mcthod C, the statistical
approach, is capable of the best results. or the most evenly distributed residuals, when the input model is
a correlated transicent pulse - the most physically reasonable model considering that we are most interested
in deconvolving seismic records for surface wave packets produced by scatterers. This is true even when
a Gaussian Toeplitz operator is substituted for the model covariance matrix.

Analysis of synthetic images created by applying the migrauon technique (Chapter 2) to data
constructed by convolving full array “recordings™ of synthetic scattered wavcticlds with real teleseisms
reveals that method C is capable of significantly enhancing the temporal resolution of the time series and

thus the radial resolution of the images.
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